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1.0  Introduction

1.1  Overview of NIF performance ratings

The performance ratings and the basis for these ratings are discussed in the book
entitled NIF Laser System Performance Ratings, Supplement to Proceedings of SPIE Vol. 3492,
Third Annual International Conference of Solid State Lasers for Application to Inertial
Confinement Fusion. The laser ratings for the NIF’s various missions are summarized in
Table 1-1.

Table 1-1. Critical performance values at the Final Optics Assembly (FOA)—target
interface.

Indirect Drive

Opacity 
Weapons 
Physics

NWET* 
Requests Direct Drive

Energy (MJ) 1.8 0.740 2.6 1.6

Peak power (TW) 500 740 200 ~450

Wavelength (nm) 351 351 351 351

Focal spot

500TWs/1.8 MJ 
inside prescribed 

ellipse
250 µ:  500 TW  
500 µ:  680 TW

250 µ:  165 TW 
500 µ:  200 TW

450TWs/1.6 MJ 
inside desired 

circle…

Prepulse (1ω) 2x108W/cm2 2x108W/cm2 2x108W/cm2 108W/cm2

Temporal pulse dynamic range 50:1 1:1 1:1 ~60:1

Temporal shape
Continuous 

(Flexible) Flat Flat
Continuous 

(Flexible)

rms deviation in energy or power
8% rms over any 2 

ns interval 9.9% TBD
Same as Indirect 

drive

Pulse length (nsec) 21 1 13 12.8

rms beam positioning 50 microns 50 microns TBD 50 microns

*This is the maximum energy rating.

The underpinning for these ratings is the performance and reliability of the major laser
components and subsystems. Stated another way, the system performance ratings are valid
if the components meet their specifications and the major subsystems satisfy their
appropriate interface requirements. The purpose of constructing and testing major
subsystems, i. e., prototype testing, is to assure that they will perform as expected and do
so in a reliable manner. If they do not, the engineering design and the prototype should be
modified accordingly and another test performed. This process might have to be repeated
several times to obtain the desired reliability and performance. The contents of this book
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discuss the results of the major subsystem prototype tests;  more importantly it
recommends actions to be taken if the test results or reliability are less than adequate.

1.2  Summary of the specifications used in the NIF flowdown analysis

Figure 1-1 is a block diagram showing the laser’s three major subsystems, the
components within a subsystem, and the key interfaces used in the flowdown analysis.
Some of the key assumptions made in the flowdown analysis about the optics were their
transmissions, which are listed in Tables 1-2 and 1-3; their finishing and polishing
specifications, listed in Tables 1-4 and 1-5; and their damage thresholds, listed in 1- 6 and
1-7.

Injection 
laser system
- OPG
- PAM
- PABST

One micron laser
- Amplifier
- Deformable mirror
- Spatial filter
- Optical switch

  Final optics
    assembly
- Frequency
    tripler
- Focus lens
- Diffrac. optics
- Debris shield

1 32

Target

Figure 1-1.  Block diagram of the laser system used to perform the flowdown analysis.
The encircled numbers are the three key interfaces.

Table 1-2.  Optical transmissions for the NIF’s one-micron optics (at 1053 nm).

Component Mean
Value

Standard
Deviation

Laser glass transmission at Brewster’s angle 0.9945 0.0015

Sol gel AR transmission (per optic surface) 0.995 0.0015

KDP switch crystal transmission 0.934 0.002

Polarizer in transmission (p polarization) 0.97 0.005

Polarizer reflectivity (s polarization) 0.98 0.002

Multilayer dielectric mirror reflectivity 0.99 0.0015
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Table 1-3.  Optical transmissions for NIF’s one-third micron optics ( at 351 nm).

Component Mean
Value

Standard
Deviation

Focus lens transmission 0.99 0.0015
DOP1 transmission (color separation grating) 0.977 0.005
DOP2 transmission (kineform phase plate) 0.97 0.003
Debris shield transmission 0.98 0.003
Sol gel AR KD*P transmission (per optic surface) 0.995 0.0015

Table 1-4.  Optical finishing and polishing specifications for the NIF’s one-micron
optics.

Name Spatial
Wavelength

Value

RMS Phase Gradient >33 mm 75 Å/cm
Waviness-1 (rms phase) 2.5-33 mm 1.8 nm*
Waviness-2 (rms phase) 0.12-2.5 mm 1.1 nm
Roughness (rms phase) <0.12 mm 0.4 nm

* goal of 1.5 nm.

Table 1-5.  Optical finishing and polishing specifications for the NIF’s KDP and KD*P
optics. Root mean square (rms) surface roughness in nanometers used for modeling the
NIF KDP crystal surfaces.

Spatial Wavelengths
Component 0.167–2.0 mm-1

0.5–6 mm
2.0–8.33 mm1

0.12–0.5 mm
8.33–400 mm1

0.025–0.12 mm
Doubler Front 1.93 1.59 0.41
Doubler Back 1.82 1.55 0.47
Tripler Front 1.78 1.51 0.47
Tripler Back 2.62 1.52 0.47

NIF Spec 4.20 2.00 3.00



1-4

A very idealized computational model was used for optical damage in the flowdown
analysis. This model did not include the high-frequency beam noise that results from short-
wavelength polishing errors. Additionally, a delta function centered at a fluence that was
thought to be the damage threshold was used for the damage distribution function. No
attempt was made to model the growth of the damaged area that is known to occur on
subsequent shots. Instead, all of the shortcomings of the model for damage statistics and
the model for beam statistics were handled by using two independent safety factors; a
value of 1.35 was used for the beam statistics and value of 1.25 for the damage statistics.
The resulting analysis showed that a reasonable estimate for the ultraviolet (UV) energy at
the FOA target interface is given by:
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A more complete operational model for damage has now been developed. The
operational model uses Weibull statistics for damage initiation. The model also assumes a
growth rate for the optical area that is damaged initially. Additionally, the model for the
beam statistics has been extended to include the effect of high frequency finishing errors. A
more complete description of the operational model and the UV optics refurbishment rate
is given in section 4.3 of this report.

Damage variance
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Table 1-6.  Damage thresholds parameters used for one micron optics.

Optic

AτB Mean fluence 
pulse length scaling 

(J / cm 2), 1994 
database

3 ns Mean 
damage fluence 

(J / cm 2), [1994 
database]

Width of 
damage 

distribution

Weibull m 
value in 
Weibull 

distribution
Growth rate 

factor

laser glass 22.7τ0 .4
35.2 0 ∞ 0

CSF lens 24.6τ0 .4
38.2 0 ∞ 0

XSF input lens 24.6τ0 .4
38.2 0 ∞ 0

XSF output lens 24.6τ0 .4
38.2 0 ∞ 0

mi r ro rs 18.1τ0 .3
25.2 0 ∞ 0

polarizer – reflection 12.4τ0.35
18.2 0 ∞ 0

polarizer – transmission 1.3τ0.5
2.25 0 ∞ 0

switch crystal 24.2τ0 .5
41.9 0 ∞ 0

switch windows 24.6τ0 .4
38.2 0 ∞ 0

chamber window 24.6τ0 .4
38.2 0 ∞ 0

Table 1-7.  Damage thresholds parameters used for one-third micron optics.

Optic

AτB Mean fluence 
pulse length scaling 

(J / cm 2), 1994 
database

3 ns Mean 
damage fluence 

(J / cm 2), [1994 
database]

Width of 
damage 

distribution

Weibull m 
value in 
Weibull 

distribution
Growth rate 

factor

focus lens 12.3τ0.4
19.1 0 ∞ 0

t r ip le r 7.5τ0.5
1 3 0 ∞ 0

DOP’s 12.3τ0.4
19.1 0 ∞ 0

debris shield 12.3τ0.4
19.1 0 ∞ 0

The 40-cm amplifier parameters used in the simulations were:

• Gain coefficient
− Aperture average value:  5% per cm
− Standard deviation:  0.125% per cm

• Gain “droop”
− Peak to average: ~1.05 per chain

• Prompt pump induced distortion*
− 5.5 waves peak to valley

The value of the critical performance parameters at the laser–target interface were
reported in Table 1-1. These same parameters at the two other key interfaces are reported in
Tables 1-8 and1-9.
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Table 1-8. Critical performance parameters at the one-micron laser–FOA interface.

Indirect Drive

Opacity 
Weapons 
Physics

NWET 
Requests Direct Drive

Energy (MJ) (192 beam) 3.6 0.89 4.3 2.5

Peak power (TW)  (192 beam) 672 890 330 538

Wavelength (nm) 1053 1053 1053 1053

Focal spot (192 beam)
250 µ:  530 TW     
500 µ:  643 TW

250 µ:  712 TW   
500 µ:  849 TW

250 µ:  261 TW 
500 µ:  318 TW

250 µ:  429 TW   
500 µ:  516 TW

Prepulse (1ω) (watts) 2x109 2x109 2x109 2x109

Temporal pulse dynamic range 12:1 1:1 1:1 9:1

Temporal shape continuous flat flat continuous

rms deviation in energy (%) 0.63 2.1 0.4 0.7

Pulse length (nsec) 21 1 13 12.7

rms beam positioning  † (µm) 48 48 48 48

Focal spot conditioning yes no no yes

† The rms beam positioning values were calculated by considering the SRSS sum of beam positioning errors up to the
location being evaluated and are expressed as motion at the target.

Table 1-9. Critical performance parameters per beam at the injection laser–one-micron
laser interface.

Indirect Drive

Opacity 
Weapons 
Physics

NWET 
Requests Direct Drive

Energy (MJ) (per beam) .785 .035 1.57 .226

Peak power (TW) (per beam) 0.25 0.049 0.4 0.85

Wavelength (nm) 1053 1053 1053 1053

Focal spot (per beam)
250 µ:  .18 GW     
500 µ:  .22 GW

250 µ:  .034 GW  
500 µ:  .043 GW

250 µ:  .28 GW  
500 µ:  .35 GW

250 µ:  .062 GW  
500 µ:  .074 GW

Prepulse (1ω) (watts) 102 102 102 102

Temporal pulse dynamic range 89:1 2:1 20:1 40:1

Temporal shape continuous ramped ramped ramped

rms deviation in energy* (%) 10.97** 9.1 14.9 9.56**

Pulse length (nsec) 21 1 13 12.7

rms beam positioning  † (µm) 9.3 9.3 9.3 9.3

Focal spot conditioning yes no no yes

 * Rms value for all 192 beams.
 † The rms beam positioning values were calculated by considering the SRSS sum of beam positioning errors up to the

location being evaluated and are expressed as motion at the target.
**  For this case, injection energy was purposely adjusted to minimize the systematic power imbalance in the foot of a

shaped pulse. The shot-to-shot jitter requirement is ~3%.
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2. 0 Injection Laser System (ILS1)

Mark Hermann, John Crane, Russ Wilcox, and Dick Hackel

2.1  Introduction

The purpose of this report is to update the status and performance of the injection
laser system (ILS), formerly the optical pulse generator (OPG).  This report summarizes
the current status and performance of the master oscillator room (MOR) system and
prototype, the preamplifier module (PAM) system and prototype, integration
experiments of the MOR/PAM prototypes, and the preamplifier beam transport system
(PABTS).  In addition, suggested front-end integrated system test (FIEST) experiments
in the Building 381 high bay will be described.

The ILS consists of three subsystems:2

•  The MOR produces 48 shaped pulses with ~0.5- to 2-nJ pulse energy employing a fiber-
based laser system.

•  The PAM amplifies the MOR-shaped pulse to up to 20 J (10- to 20-ns pulse) with square-
pulse distortion (SPD) of less than 2.3 and a shaped beam to compensate gain
nonuniformity in the NIF amplifiers.   There are 48 PAMs in the NIF.

•  The PABTS splits the PAM output into four beams with up to 3 J (10- to 20-ns pulse) per
beam line.  The PABTS also provides isolation to the front end from the main amplifiers.
There are 48 PABTS quads in the NIF.

2.2  MOR Overview

The MOR (see Figure 2-1) is a fiber laser distribution system based on
telecommunications technology employing LLNL-designed and built chassis and
commercially built components and chassis based on LLNL requirements. A summary
of the MOR component specifications is given in Table 2-1.

A single continuous wave (CW) master oscillator employing distributed feedback
(DFB) Bragg grating reflectors is the seed laser for the entire NIF.  Consequently, it
needs to be robust and to reliably produce low-noise CW power and single-
longitudinal-mode output to prevent laser damage in the entire NIF chain.  The DFB
laser by design does not support more than one longitudinal mode.  The DFB oscillator
is based on Erbium-doped silica fiber lasers, which are commonly employed in the

                                                  
1 Formerly Optical Pulse Generation (OPG).
2 J. Crane et al., "The NIF Optical Pulse generation System," ICF Quarterly Report 9 (1), 1, Lawrence Livermore
National Laboratory, Livermore CA, UCRL-LR-105821-99-1, (to be published, May 1999).

MOR PAM PABTS
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telecommunications industry.  For the NIF, custom Ytterbium glass fiber lasers and
fiber components operating at 1053 nm are required.  A commercial vendor supplies the
DFB fiber oscillator, which LLNL integrates into a chassis with power and wavelength
stabilization.  Our initial 50-mW prototype suffered from laser spiking due to feedback
from back reflections.  Measurements indicated that ~60-dB isolation was required,
which was impractical.  However, a recently supplied 1053-nm oscillator from the same
vendor produces 25 mW with less than 40-dB isolation required, which exceeds our
requirements.  Figure 2-2 shows the measured relaxation oscillations of the most recent
DFB laser producing less than 0.5% power fluctuations at 25 mW, which exceeds our
specifications.  Figure 2-3 displays the wavelength stability of the 25-mW prototype of
±0.16 pm (picometer), which greatly exceeds the ±10-pm specification.  We temperature
tune the DFB oscillator to operate at 1053.0 nm The CW output is chopped by an
acousto-optic modulator into a 100-ns pulse and is amplified by an LLNL double-pass
fiber amplifier.  The double-pass amplifier has a gain of 600 and removes amplified
spontaneous emission (ASE) noise by spectral filtering.  The double-pass amplifier has
been successfully tested and is ready for integration into the MOR system.

Arbitrary Waveform
Generator-Amplitude 

Modulator Chassis
(AWG-AMC)

[48]

DFB (distributed  
feedback Bragg grating)  

Oscillator

AO chopper

2-pass high 
gain amplifier

SBS failsafe
system 

& 
FM modulator 

&
EO slicer

Fiber Amplifier  
Tree 

Splitters
Isolators

Backlighter
delay  

chassis
& switch To PAM

Ultra triger  
system

Diagnostics

Bandwidth

Figure 2-1.  MOR system layout.

The Stimulated Brillioun Scattering (SBS) failsafe subsystem applies 0.5- to
1-Å bandwidth at 1.5- to 3-GHz modulation to prevent SBS damage in 40-cm optics.  It
consists of a diagnostics package, fiber delay line, and electro-optic (EO) modulator.
The diagnostics measure the bandwidth.  If proper bandwidth is not detected on a
given pulse, then that pulse is not permitted to propagate through the NIF system by
the EO modulator.  A fiber delay line between the diagnostics and EO modulator in the
SBS failsafe system permits the diagnostics and electronics time to trigger the EO
modulator before the pulse arrives.  In addition, the EO modulator reduces the pulse
length to 30 ns and shapes it to compensate for square-pulse distortion in the fiber
amplifiers.  The failsafe prototype modulator and electronics have been successfully
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demonstrated.  In addition, 3 to 5 Å of bandwidth at 17-GHz modulation can be applied
for beam smoothing by spectral dispersion (SSD).

Table 2-1. MOR component specifications.

Component Specification name NIF specification Prototype measured

DFB oscillator Power
Power stability
Wavelength stability

 ≥ 20 mW
≤ 1% rms
≤ ± 10 pm

21 mW
<1% rms
< ± 2pm

2-pass high gain amp
& AO chopper

Pulse length
Gain
Power out
PRF

100 ns
200
1–2 W
960 Hz

100 ns
350
1 W
960 Hz

SBS Failsafe,
Phase modulator,
EO pulse slicer

Pulse length
PM (SBS)
PM (SSD)
Pulse shape
SBS Failsafe

30 ns
1 Å @ 3 GHz
3 Å @ 17 GHz
Shaped, 2.5:1 contrast
RAM statistics

Not measured
Not measured
Not measured
Not measured
Not measured

Fiber amplifier tree Gain
Power into AWG-AMC

32 per amplifier
3 W

Not measured
Not measured

AMC Pulse shape
Dynamic range
Rise time
Short pulse

1–21 ns arbitrary
275:1
350 ps
200 ps (fixed)

Not measured
Not measured
Not measured
Not measured

PZ fiber Polarization extinction
1053 nm absorption

≥ 2 dB/m, ≥5 dB/m
≤ 0.02 dB/m, ≤0.2 dB/m

>5 dB/m
< 0.03 dB/m

MOR integrated
system

Power (@ PAM)
FM-AM
Power balance

100 mW
(ECR in progress)
≤ 2% RMS in 2ns
≤ 5% RMS

Not measured
Not measured
Not measured
Not measured

A fiber amplifier tree splits and amplifies the 30-ns pulse into 48 pulses.  The LLNL-
designed amplifier chassis and splitters are built by a commercial vendor.  Currently,
prototype fiber amplifiers employ polarization maintaining (PM) fiber.  However, first-
article hardware will employ polarizing (PZ) fiber (see PZ verses PM fiber issues
below).  The first PZ fiber-based amplifier has been delivered and is being tested.

The pulses are then shaped in the amplitude modulator chassis (AMC).  The AMC
includes an arbitrary waveform generator for generating Haan-type pulse shapes, or
alternatively, a 200-ps pulse generator and timing generator.  The chassis is being
developed and built by a commercial company.  They are scheduled to deliver the first
chassis in October 1999.  One primary issue with the MOR is that we have not generated
a shaped pulse (Haan) with acceptable power balance in the foot. However, a 4-ns
prototype board (1 of 8) was tested meeting the specification.  It produced ~1.5% rms
noise in the foot of a much higher contrast pulse (see Figure 2-4) than the required 275:1.
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Power balance and pulse shaping demonstrations will be part of our integration
activities in Building 381.

Ionas Laser Prototype Data
Relaxation noise 

0.955

0.956

0.957

0.958

0.959

0.96

0.961

0.00E+00 1.00E-05 2.00E-05 3.00E-05 4.00E-05 5.00E-05

Time(sec)
P to P =0.48%

A
m

p
li

tu
d

e 
(v

o
lt

s)

Figure 2-2. DFB fiber oscillator output power relaxation oscillations at 25-mW output.
Peak-to-peak fluctuations are 0.48%.
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Figure 2-3.  25-mW DFB fiber oscillator prototype wavelength stability ~±0.16 pm.
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Figure 2-4. Arbitrary waveform generator (AWG) prototype board and electrical
signal to amplitude modulator. A prototype 12-impulse Amoeba board has been
tested producing ~4-ns pulses. Eight Amoeba boards (96 impulses) were used in
AWG system producing ~25- to 30-ns Haan pulse.

The AMCs are triggered optically by the ultratrigger system to meet the 8-ps MOR
timing allocation of the 30-ps overall NIF requirement.  The ultratrigger will be built
and tested next year.

The output is then delivered to the PAM via a set of forty-eight 80- to 100-m fibers.
Most of the fiber in the MOR and fiber distribution is PZ fiber.  PZ fiber as opposed to
PM fiber is required to minimize large fluctuations in energy due to polarization
changes caused by small thermal drifts or through stressed fiber connectors.  PZ fiber is
also required to minimize FM-AM conversion leading to possible laser spiking-induced
damage and power balance errors.

The primary outstanding technical issue for the MOR system is PZ fiber.  We have
received several generations from the vendor.  PZ fiber is in a high stress state and
difficult to splice and connectorize.  In addition, the stress seems to be batch related,
and there is some evidence that it varies along the length of a fiber run.   However, we
have made considerable progress in splicing the fiber, and our component vendors are
now able to incorporate PZ fiber into their products.  Another problem is that the
absorption loss of fiber depends on the polarization extinction, which also seems to be
batch related. We are working with the vendor to optimize the extinction and
absorption for our application.  A possible solution is to employ low-loss and low-
extinction fiber in the long fibers connecting the MOR to the PAMs and employ high-
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polarization extinction, moderate-loss fiber in the MOR where there are many short-
fiber jumper cables (depolarization is primarily caused by stress in connectors).

The current MOR prototype consists of an oscillator, an acousto-optic pulse chopper,
a double-pass amplifier, an electro-optic amplitude modulator, an amplifier, and a PZ
fiber run (~80 m) to the PAM prototype.  The current performance of the prototype is
compared to the NIF requirements in Table 2-2.  To date, pulse shaping and phase
modulation have not been implemented.

Table 2-2. MOR specifications and prototype performance.

Parameter NIF spec Prototype measured

Wavelength 1053.00 nm 1053.00 nm
Wavelength stability ± 1 pm ±0.16 pm
Energy 1nJ 1 nJ
Energy stability 5% rms 5.5% rms
Peak power stability 5% rms Not measured
Repetition rate 960Hz 960 Hz
Prepulse extinction 105 Not measured
Pulse shape Haan square
Pulse length 20ns 20 ns
Peak/foot contrast 275:1 greater than 275:1 (4 ns

prototype board)
Phase modulation 3 Å @ 17 GHz 3 Å @ 3 GHz

ECR (in progress) Not measured

2.3  PAM Overview

The PAM is designed to amplify the 0.5- to 2-nJ from the MOR to ~ 20 J (10- to 20-ns
pulse) with a SPD of less than 2.3 (see Figure 2-5).  In addition, the beam must be spatially
shaped to compensate for gain nonuniformity in the main amplifiers.  The NIF
requirements for the PAM and recent test results of the engineering prototype are shown
in Table 2-3.  The engineering prototype is a line-replaceable unit (LRU) having the same
package envelope as the current baseline production PAMs (see Figures 2-6 and 2-7).  It
will be employed in the Building 381 FEIST experiments.  The MOR seed pulse is first
amplified in a regenerative amplifier (regen) to ~15 mJ using a diode-end-pumped
Nd:glass rod amplifier.  The baseline is to employ commercial diode subarrays to meet
the NIF’s cost requirements.  The diodes are actively temperature-stabilized to eliminate
energy drift, which was observed in early lab prototype experiments.  An important
upgrade to the system was switching the regen operating mode from unsaturated to
saturated gain operation.  Since the optical pulse length of the regen is longer than the
pulse, the entire pulse is amplified before the next round trip.  Since the gain is low, many
round trips are required, and with each subsequent round trip, the gain is gradually
reduced.  This results in minimal pulse distortion.  Saturated operation greatly reduces
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the regen cost: (1) 20% fewer diodes are required and (2) the costly feed-forward control
loop to meet the tight energy stability requirement is eliminated (now operating in gain
saturation).  The advantage of this system modification can be seen in the increased shot-
to-shot energy stability from the MOR prototype output (~±5%) to the regen output
~±1.5%).  This has reduced the energy stability requirements of the MOR to ~5%.

MOR
1 nJ

Fiber 
Launch

Isolator

EO Pockel Cell

EO Pockel CellDiode Lens Duct 
End-Pumped Nd:glass Rod

Faraday Rotator  
& 1/2-waveplate

1/4-waveplate Faraday Rotator 
(Birefringence Comp.) 

1d SSD
Grating

or
HR

Vacuum Spatial Filter Relay Telescope 

5 cm Nd:glass
flashlamp

pumped rod

Spatial Beam Shaping Module

Regenerative Amplifier

4-PASS Amplifier

17 J

Electronics bay: FEP (front end processors), diode controller, 
flashlamp PCU (power conditioning unit)

 Figure 2-5.  PAM system layout.

Table 2-3. PAM specifications and prototype performance.

Parameter NIF spec Prototype measured

Energy 30 mJ–17 J 30 mJ–35 J
SPD square pulse distortion less than 2.3 @ 17 J 2.3 @ 17 J
Shaped yes yes
Near field uniformity To be determined Not measured
Wavefront less than 0.7 waves ~1 wave
Regen energy stability less than 2% rms 1.5% rms
PAM pointing stability
(reference 372 mm beam)

±0.8-µrad rms ±1.4 µrad rms

PAM energy stability less than 3% rms 2.6% rms
Power balance 3% rms (shaped) Not measured
Pulse shape Haan Square
Bandwidth 3Å @ 17 GHz  3Å @ 3 GHz
Peak/foot contrast 125:1 @ 17 J Not measured
ASE/Prepulse less than 10 kW in 20 ns 80 kW in 20 ns
FM-AM ECR (in progress) Not measured



2-8

Figure 2-6.  PAM Engineering module (regen side). Electronics bay on top.

Figure 2-7.  PAM engineering prototype (4-pass amplifier side).
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The regen output is shaped in the spatial beam-shaping module.  This contains
spatial filters and a serrated aperture to convert the TEM00 Gaussian beam to a square-
flat-topped-shaped beam.  The module’s transmission efficiency is ~10% reducing the
energy to ~1 to 2 mJ.

The 4-pass amplifier amplifies the beam to up to 20 J (10- to 20-ns pulses) with a SPD
of 2.3.  Higher energies (~30 J) are feasible but with greater SPD.  The 4-pass amplifier
contains a 5-cm flashlamp-pumped rod and an amplifier cavity Faraday rotator to
correct birefringence in the rod and improve parasitic hold-off due to birefringence.
Experiments indicate that at a rod gain of ~18 (20-J operating point) and a repetition
rate faster than one shot per 40 min, a cavity Faraday rotator is required to correct rod
birefringence and hold off parasitic lasing in the 4-pass system.

2.4  MOR/PAM Prototype Integrated System Testing

We completed a series of integrated system tests measuring wavefront, energy and
pointing stability, beam shaping, energetics, and square-pulse distortion.   Figure 2-8
shows the energy stability measurements at the regen output versus the MOR energy
input.  The short-term MOR energy drift is 1.2%, however, the long-term energy drift of
5.5% is due to thermal cycling in the lab of the PM fiber in the fiber amplifiers.  As can
be seen the saturated regen reduces the 5.5% MOR energy fluctuations to 1.6%.  Figure
2-9 displays the pulse shape of the MOR input, the regen output, and the PAM.  At the
required 17 J, the SPD at output of the PAM is 2.3 (with a spatially shaped beam).  The
maximum output energy (Figure 2-9) that we have extracted is ~34 J but at a higher SPD
(~3).  Figure 2-10 shows the spatially shaped output beam at 17 J.
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the propagation path and lens tilt.  The measured far field and the far field with up to
3rd order corrections removed are shown in Figure 2-12.  Up to 1.5 waves of correction
is budgeted to the front end by the deformable mirror.  Figure 2-13 shows encircled
energy of the corrected far field and of a flat wavefront for comparison.

Figure 2-11.  Measured and smoothed wavefront of 27-J PAM beam.

Figure 2-12. Measured far field (right) at 27 J and corrected estimate based on
removing less than 1.5 waves of up to third-order aberrations. The angles shown
on the horizontal and vertical axes have been scaled to correspond to a beam size
of 375 mm.

17 J measured wavefront with tilt removed Zernike polynomial fit to measured wavefront 

Measured far field Predicted far field
(3rd order corrected with

deformable mirror)
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Figure 2-13.  Encircled energy fraction of corrected far field from Figure 2-12 (solid)
and flat wavefront (dashed), scaled to a beam size of 375 mm.

We have measured PAM’s energy stability at 17 J (10-ns pulse) output of 2.6% rms,
which meets the NIF specification flow down to the PAM output.  We are currently
performing energy stability measurements at lower energies and for different pulse
lengths required for other non-ICF missions.  These experiments may demonstrate the
need for design upgrades to operate the PAM at pulse energies 0.04 to 20 J and pulse
lengths from 200 ps to 20 ns.

We have performed pointing stability measurements on the PAM.  The pointing
stability allotment to the PAM at output is ±0.8-µrad rms referenced to the 372-mm full-
NIF beam size.  Our most recent measurements of ±1.4-µrad rms (for 372-mm beam)
indicate pointing instabilities inside the PAM.  Specifically, we are replacing regen
polarizer mounts with better-engineered hardware.  We also plan on improving the
optics support hardware.  We have identified and plan to correct turbulence problems
around the 5-cm rod amplifier associated with the required nitrogen purge by
redirecting the flow out of the beam propagation volume.

2.5  PABTS System Overview

The PABTS system baseline design has recently been modified from a LRU based
system to an open architecture (see Figure 2-14).  The PABTS LRU design was
determined to be costly.  In the open architecture baseline optics are mounted on
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breadboards installed on the preamplifier support structure (PASS) inside clean
pressurized enclosures (see Figure 2-15).  The PABTS is located after the Input Sensor
Package (ISP), which monitors and controls the PAM alignment.   The PABTS chain
includes: a 55 × 55 mm2 Faraday isolator, a 1:4 split, a timing module, and a 6-element
vacuum relay telescope (VRT).  The timing module is used to synchronize timing
between the four separate beamlines.  Quad-to-quad timing is synchronized via fiber
jumper lengths between the MOR and 48 PAMs.  The 6-element telescope is designed to
provide both longitudinal and transverse zoom and collimation.  Magnification of the
beam size is required to tailor the beam to the amplifier clear aperture.  Relay image
adjustments are required to compensate for small changes in path length after
downstream replacement.  Table 2-4  summarizes the PABTS component specifications.

PAM
(output) Isolation Module

Assembly

1/2-waveplates
(beam line

energy balance)

Input
Sensor

Package

1:4 Split

Timing
Translation

Injection
Turning
Mirror

6-Element
Vacuum Relay

Telescope (VRT)
(adjustable: zoom, 

magnification, 
relay image dist.)

Breadboard PABTS

Figure 2-14.  PABTS system layout.

Table 2-4. PABTS component specifications.

Subsystem Function Requirement

Isolation Isolation
Clear aperture

greater than 30dB
45 mm2

1:4 Split Energy balance less than  3%
6-element VRT Collimation

Magnification control
Relay distance adjustment

0.02 λ rms
0.1%
± 50 mm

Timing Assembly Pulse timing synchronization 12 ps
Integrated PABTS Polarization

Pointing stability
Wavefront

less than  0.1 %
less than  0.8 µrad @ 372 mm2 beam
∼ λ  @ 1053 (rms)
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Figure 2-15.  PABTS conceptual design (full bundle).

Very little PABTS prototype work has occurred to date.  The large 55 × 55 mm2

Faraday rotators from two different vendors have been tested.  The 30-dB required
extinction of the isolator rotator has been demonstrated (see Figure 2-16).

PASSAT 
Extinction ( dB )

40

30

20

10

0

 V
er

ti
ca

l p
o

si
ti

o
n

 (
 m

m
 )

403020100

 Horizontal position ( mm )

 4
8 

48 

48 
48 

 48 

 46 

46 
 46 

 46 

46 

 44 

 44 

44 

 44 

44 

 42 

 42 

 42 

42 

 40 

 40 

 40 

 40 

38 

38 

38  38 

 3
6 36 

 34 

Electro Optics Technology (EOT)
Extinction ( dB )

40

30

20

10

0

 V
er

ti
ca

l p
o

si
ti

o
n

 (
 m

m
)

403020100

 Horizontal position ( mm )

 5
2 

 50 

 50 

 4
8 

 4
8 

48 

 4
6 

 4
6 

 4
4 

 4
4 

 42 

 4
2  4

2 
 4

0 

 4
0 

38 

38 

 3
8 

 38 

 3
8 

 38 

 3
6 

36 

 3
6 

 36 

 34 

 34 

 34 

 34 

EOT PASSAT

Average rotation angle over aperture 46.8º 46.9º

Minimum extinction 31.1 dB 31.1 dB

Maximum extinction 54.1 dB 51.1 dB

Average extinction over aperture 41.5 dB 41.8 dB

Transmission 98% 96.5%

Figure 2-16.  Extinction of 55-mm PABTS Faraday rotators supplied by two vendors.
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2.6  Building 381 FEIST Experiments and Risk Mitigation

A major activity beginning this fiscal year is the FEIST experiments in Building 381
high bay.  The purpose of this activity is to integrate first-article front-end hardware,
which includes:

•  One fiber line of MOR system (see Figure 2-17).
•  One PAM laser.
•  One ISP, which controls and monitors alignment and energy of the PAM.
•  A PABTS quad (i.e., four beamlines).
•  The Integrated Computer Control System (ICCS) processors controlling front-end

hardware.
•  The Integrated Timing System (ITS).
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Figure 2-17. Schematic of MOR system employed in Building 381 integration
experiments and components employed in current prototype experiments.

The goal of FEIST is to fully demonstrate performance of the front-end system under
near-NIF operating conditions prior to activating the NIF.  To ensure smooth NIF
integration, the front-end system must operate reliably, and installation must proceed
smoothly.  The Building 381 integration will identify and resolve outstanding issues
and risks associated with the front end activation ~1 year prior to NIF installation.
Table 2-5 lists major integration activities, goals, and schedule.
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Table 2-5.  FEIST risk mitigation activities.

Integration activity Date

PAM+ISP (demonstrate ISP control of PAM – pointing, centering, 4-pass
alignment, energy and pulse diagnostics)

6/99-7/99

PAM+ISP+MOR+ICCS+ITS+PASS (demonstrate ICCS control of front
end, MOR first-article operation, PASS integration)

9/99-11/99

Front-end integrated system test (demonstrate 1 quad including PABTS
system, meet NIF specifications, ATP front end)

1/00-4/00

Full-bundle integrated testing (demonstrate full-bundle installation, PASS
clean room module, 8-beam line power balance)

10/00-4/01

Since multiple NIF subsystems are involved (ILS, Alignment and Diagnostics, ICCS),
we are documenting integration issues and solutions that will benefit the project.  We
have begun documenting subsystem and integrated system Acceptance Test Plans
(ATPs) and will help define front-end Operational Test Plans (OTPs).  Another
important deliverable is benchmarking front-end models of wavefront, energy, power
balance, etc.  We have identified several important issues and solutions, which could
have impacted NIF integration in the facility if this early activity was not initiated.  For
example, many of the controls, procedures, and diagnostics for operating the laser have
focused on target physics experiments.  We are now developing controls, procedures,
and diagnostic tools for installation, alignment, and testing.

•  We have designed, built, and tested a High Resolution Input Sensor Package (HISP)
for the PAM, which will measure wavefront, energy and pointing stability and
ultimately pulse shape and power balance (see Figure 2-18).  This system will be
used to test PAMs prior to NIF installation.  We will build a similar system for final
testing of the integrated front end (i.e., PABTS HISP).

•  We are developing computer controls and narratives for front-end laser start-up and
acceptance testing.  Laser operation narratives for nontypical NIF operation will be
developed and tested by ICCS.  For example, the laser will need to operate at higher
repetition rates than the typical one shot every 20 minutes.  For front-end alignment
and acceptance testing, we need to operate and collect data at 1 Hz (regen only).  For
the NIF system activation, we may want to operate the PAM at moderate energies
(~5 J) at 1 to 5 minutes per shot.

•  We have begun building a data acquisition, archival, and analysis system for laser
start-up and testing, which is similar to that of BEAMLET.  The resulting software
and some hardware will be incorporated into the NIF system.

Front-end system modeling is another important activity.  We plan on performing a
complete wavefront measurement and corresponding analysis and modeling of the
integrated front end.  Diffractive (PROP92) and ray-trace (CODEV) models are being
built to model aberrations, obscurations, B-integral, deformable mirror correction, ghost
foci, and overall system design and analysis.  Metrology on most of the individual
optical elements is planned, and data will be imported into PROP92.  Wavefront
measurements of the PAM, ISP, PABTS and integrated system will be compared with
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2.7  Technical Issues and Their Resolution

March 28, 1999

M E M O R A N D U M

To: John Hunt, Mark Hermann, Dick Hackel, Ken Manes, John Murray, Doug Larson

From: OPG ad hoc Review Committee: Lloyd Hackel, Brent Dane, Ralph Speck, Bill Simmons

Subject: Comments on the 3/19/99 OPG Progress Review
________________________________________________________________________

This committee was asked to make comments and suggestions concerning the
3/19/99 Mark Hermann presentation describing status and plans for the Optical Pulse
Generation Major Subsystem.  We have several.  They are given below, in no particular
order.  While we did not see any “show-stopping” items, we believe that responses to
our comments should be prepared and folded into the briefing and into your plans
going forward.

1. Document the 4:1 split choice (one OPG per quad) and move from there.
Continuous agonizing over 8:1 and 16:1 options leads nowhere and is distracting.

2.  Modeling/data reduction for wavefront, power balance, and stability measurements:
You need to develop a clear plan for this activity, including who is doing what and when.

3. The MO output level: We understand that you would like more output power than
currently demonstrated, but shooting for 60 dB isolation seems to us to be too heroic.
Surely there is a happy medium (optimum?) here.  We believe this effort would
benefit from a clear statement of the problem you are trying to solve.

4. PZ Fiber for FM-AM Conversion Minimization: We understand that you are still
learning how to work with this material; in particular, how to splice it.  But why don’t
you go ahead and procure the whole 10-km order, if the vendors are ready to make it?
In other words, we cannot tell if there is a procurement or a development problem
here.

5. Concerning the HISP: We suggest that addition of spectral and temporal
diagnostics to this instrument would prove quite useful in activation.  In particular,
a pulse shape measurement would provide a direct check of temporal variation
during a (saturating) pulse.  We are particularly concerned about power balance in
the early part (foot) of a Haan-like pulse where the pulse power errors are most
sensitive to errors in the AWG and to variations in gain and splitter ratios.  (We are
not sure how one would measure spatial variations during a saturating pulse, but
feel that if it could be done with this instrument it would be a useful check.)
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6. Changing the Rod Amp Glass: We do not believe there is any performance leverage
to be gained by tinkering around with the cross-section and saturation fluence. If
there is a procurement or cost advantage to considering a different glass, then we
might reconsider this point.

7. Static Corrector Plate: Do you really need this (additional) component? What
confidence do you have that is can be made and made to work?

8. PABTS Telescope Requirements: These seem unrealistically tight.  For example, we
do not understand what drives the tight requirement on beam collimation and how
you would measure it to the precision quoted.  The real requirements should be very
carefully thought out.

9. The quoted 1% power balance design requirement at the entrance to the
regenerative amplifier seems unrealistically tight. Do you have any reason to believe
that the amplitude modulators will shape the pulse to this accuracy and that the
fiber spitting and reamplification will be stable to 1%?  How do you plan to verify
that you have met the requirement? Is it possible to reallocate the error requirements
within the OPG and still meet the overall power balance requirement of 3%?

10. Pump Diode Bar Assemblies.  This was not mentioned during the presentation; but
status of this procurement is always of interest.  Do you have the vendor’s attention?
What is the status of the diode arrays with respect to engineering, performance,
reliability, and cost?  Have you been able to match into vendor-available packages?
What performance do you expect for the NIF?

11. Fiber Splitter and Re-amplification: The stability of this system is crucial to the
ability to inject predictable pulses into the regenerative amplifier. What are the
problems that have prevented you from demonstrating the stability of a fiber splitter
and reamplification network?  When do you plan to demonstrate this system?

12. AWG full development: We believe you should expedite this system’s development
if at all possible.  When do you plan to demonstrate this system?

Full Integration Demonstration: The planned B381 integration demonstration is an
excellent idea and should have enormous benefit.  We believe that you should make the
most of this opportunity. Benefit will come not only from assembling, integrating, and
performance testing the hardware but also from systematically planning your activities
and evaluating and documenting this experience.  We suggest that you organize
somewhat semi-formal reviews of your plans to help integrate scientific, engineering,
and operational aspects of this activity.  We also suggest that you specify in what way
you will document the experience and how it will be fed into the NIF activation and
testing.
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3.0 NIF Amplifiers

Al Erlandson, Steve Fulkerson, Ken Jancaitis, Chris Marshall, Mark Rotter, Steve
Sutton, Luis Zapata, Janice Lawson, Wade Williams

3.1 Optical Performance Requirements for the NIF Amplifiers

The NIF amplifiers must provide sufficient gain and stored energy to meet
requirements for laser energy and power while adding minimal wavefront distortion to
the laser beams.  Accordingly, there are formal requirements for aspects of amplifier
optical performance: gain, gain uniformity, prompt pump-induced wavefront
distortion, long-term thermal wavefront recovery, and depolarization. These
requirements flow down from the NIF functional requirements for beam energy, power,
focusability, power balance, pointing stability, and shot rate [3.1.1, 3.1.2, 3.1.3].
Propagation modeling has shown that the current amplifier performance requirements
are consistent with the NIF laser meeting its performance requirements, provided other
laser components perform as required [3.1.4].

3.1.1 Formal requirements

The current requirements for the NIF amplifiers are described in the NIF Subsystem
Design Requirements, Rev D of section 3.2.1. [3.1.1] These requirements are:

•  Average gain coefficient (3.2.1.1.1)—The average gain coefficient at line center shall
be greater than 5%/cm. The design shall not preclude future implementation of
multicolor operation at up to four separate 1ω wavelengths from 1.0523 – 1.0553
microns.

•  Gain uniformity (3.2.1.1.2)—The beamline peak-to-average ratio for the small
signal-gain coefficient will be <1.05, in any aperture at the 20% explosion fraction
(nominal) pump rate.

•  Prompt Pump-Induced Wavefront Distortion  (3.2.1.1.3)—Amplifier pumping
processes shall not produce coherent pump-induced wavefront distortion that
exceeds the following values in normal multipass operation:

<0.0025 waves/slab per pass variation in optical path length across each aperture
(4 passes, peak-to-valley [P-V]) with a spatial frequency of 0.0–0.5 cycles.

<0.05 waves/slab per pass variation in optical path length across each aperture
(4 passes, P-V) with a spatial frequency of 0.5–1.5 cycles.
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<0.0125 waves/slab per pass variation in optical path length across each aperture
(4 passes, P-V) with a spatial frequency of 1.5–12 cycles.

Horizontal or vertical steering of the beam centroid caused by pump-induced
distortions with a spatial frequency of less the 0.5 cycles shall be less than
8 µrad for each aperture.

The shot-to-shot variation of the pump-induced wavefront distortion shall not
vary by more than ±10%.

•  Recovery from Optical Distortion Due to Slab Residual Temperature Differences
(3.2.1.1.5.1)—In less than 7 hours (not to preclude <3 hours) after each shot, the
coherent wavefront distortion caused by a temperature difference in an amplifier
slab shall not exceed the following limits:

<0.0025 waves/slab per pass variation in optical path length across each aperture
(4 passes, P-V) with a spatial frequency of 0.0–0.5 cycles.

<±0.04 waves/slab per pass (P-V) variation in the optical path length across each
aperture with a spatial frequency of 0.5–1.5 cycles.

<0.0125 waves/slab per pass variation in optical path length across each aperture
(4 passes, P-V) with a spatial frequency of 1.5–12 cycles.

Horizontal or vertical steering of the beam centroid caused by slab distortions
with a spatial frequency of less the 0.5 cycles shall be less than 8 µrad for each
aperture.

The wavefront distortions specified above shall not drift more than ±10%/hr for
a period 1 hour prior to a shot.

•  Recovery from Optical Distortion Due to Cavity Gas (3.2.1.1.5.2)—Optical
distortion is caused by refractive index and temperature variations in the gas that is
convectively heated by pump cavity parts after a shot. In less than seven hours after
each shot, this uncorrectable beam divergence with spatial scale lengths of 2–20
cycles shall add less than 5 microradians to the full angle, enclosing 80% of the beam
energy, 1.05 µm. The system design should not preclude achieving this requirement
in less than three hours.

This additional uncorrectable  beam divergence is the cumulative effect of
divergence from both amplifier (main and power) in a beamline.

The beam divergence allocation is in addition to all other sources of beam
divergence.

•  Depolarization—Pump-Induced and Mounting-Stress-Induced (3.2.1.1.4)—The
pump-induced depolarization shall be <0.05% aperture averaged per slab.
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The stress-induced depolarization shall be limited to <0.05% aperture averaged
per slab.

•  Wavefront Distortion Induced by Mounting Stresses (3.2.1.1.10)—The mounting of
the slab in its holder shall introduce no more than ± 0.1 wave of distortion. This
allowance is independent of fabrication allowances for the laser slab.

The rate of change of the distortion shall be less than 0.2 waves/cm.

This distortion shall not vary more than 20% from shot to shot.

3.1.2  Working requirements

The formal requirements for wavefront distortion are complex, with specified limits
over different spatial-frequency ranges. In practice, the NIF amplifier designers use
simplified requirements that are approximately equivalent. These are:

1. The prompt pump-induced wavefront distortion produced by a multipassed NIF
amplifier chain shall be less than 2.7 waves, peak-to-valley.

2. The slab thermal distortion produced by a multipassed NIF laser chain shall be less
than 2.2 waves, peak-to-valley.

3. Both the prompt pump-induced distortion and slab thermal distortion shall be
sufficiently low order so as to be largely correctable with the NIF deformable mirror
system.
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3.2  NIF Amplifier Design

The major laser component in the NIF will be the flashlamp-pumped Nd:glass
amplifiers, which must provide sufficient gain and stored energy to meet requirements
for laser energy and power while adding minimal wavefront distortion to the laser
beams.  The NIF amplifiers differ from those used in previous ICF laser systems mainly
in their overall scale and packaging. Figure 3.1 shows a two-slab-long, 4 × 2 NIF
amplifier module, where the n × m designation denotes the number (height x width) of
parallel amplifying channels or beam apertures that are combined. Each 4 × 2, i.e.,
8-beam, bundle uses an eleven-slab-long main amplifier that the beam passes four
times, and a five-slab-long power amplifier that the beam passes twice. The NIF
amplifiers use 40-cm-square apertures, which are near the practical size limit imposed
by laser-slab fabrication techniques. Large aperture size reduces system costs by
reducing the number of laser beams needed to produce the required energy on target.
Previously, the largest amplifiers constructed were the 2 × 2 Beamlet amplifiers, which
combined only four 40-cm-square apertures [3.2.1].

Figure 3.1. A two-slab-long, 4 × 2 NIF amplifier module.

Amplifiers with combined beams were first proposed by LLNL in 1978 as a way to
reduce the cost of MJ-class fusion laser systems [3.2.2]. Combining beams in a single
enclosure reduces costs in three ways: 1) by making amplifiers more compact, thereby
reducing the size and cost of the building; 2) by increasing pumping efficiency, thereby
reducing the size and cost of the power-conditioning system and increasing the stored
energy density; and 3) by reducing the total number of amplifier parts. The NIF design
achieves considerable cost savings by making the NIF amplifiers larger than the
Beamlet amplifiers.

Plenums supply cooling gas 
and electricity 
to flashlamps

8 flashlamps per central array

Laser slabs
 4.1cm x 45cm x 78cm
 4.2 x 10 20 Nd 3+ ions/cm 3

 3072 used in system

6 flashlamps per side array

Flashlamps
4.3-cm bore x 180-cm arc length
34 kJ electrical energy / flashlamp
100 Torr Xe gas fill
7680 used in system

. Laser slabs
 4.1 cm × 46 cm × 81 cm
 4.2 × 1020 Nd3+ ions/cm3

  3072 used in system



3-5

3.2.1 Pump cavity

The NIF amplifiers provide optical gain at the 1.053-µm wavelength by using
neodymium-doped, phosphate glass, rectangular laser slabs oriented at Brewster’s
angle with respect to the beam, to eliminate reflection losses. The slabs have absorbing
glass edge claddings to prevent internal parasitic laser oscillation. Each slab holder
supports four slabs, one stacked above the other.  The central flashlamp cassettes pump
slabs in both directions, while the side flashlamp cassettes with large silver reflectors
pump slabs in one direction. Glass blastshields, placed between the flashlamps and the
laser slabs, serve three purposes: (1) they prevent acoustic waves generated by the
flashlamps from propagating into the beam path and causing wavefront distortion, (2)
they provide a contamination barrier between the flashlamp cavity and the critical slab
cavity, and (3) they form one wall of the channel used for flowing cooling gas around
the flashlamps. Figure 3.2 shows a plan view of a NIF amplifier slab column illustrating
the arrangement of the slabs, flashlamps, blastshields, and reflectors.

The NIF amplifier design is characterized by a number of important features. The
4.3-cm bore × 180-cm arc length flashlamps are energized by an electrical pulse with a
duration of 360 µs.  The neodymium ions in the laser slabs are optically excited by the
flashlamp light to produce a peak gain coefficient of about 5.0%/cm, averaged through
all slabs in the chain. The transverse gain uniformity is determined by the distribution
of flashlamp light across the slab and by the effect of amplified spontaneous emission
(ASE). In large slabs such as the NIF’s that measure 4.1 cm × 45.8 cm × 80.9 cm, ASE
preferentially depletes the gain near the slab’s ends because this position has the longest
path length for internal amplification [3.2.1, 3.2.3, 3.2.4]. The peak-to-average ratio for
the gain coefficient, evaluated across the chain aperture, is ≈ 1.08. Pump-induced
wavefront distortion can occur from disk bending produced by prompt heating of the
laser slab by flashlamp light, which is imbalanced from one side of the slab to the other.
The total prompt pump-induced wavefront distortion produced by the entire amplifier
chain is specified at a six-wave value that is consistent with the notion that the
distortions can be corrected with a deformable mirror provided in each NIF laser chain.
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Figure 3.2. Plan view of the NIF amplifier pump cavity.

The NIF amplifiers use several features to increase efficiency. The side flashlamp
arrays use silver reflectors with involute-shaped reflectors, designed to reflect flashlamp
light toward the laser slabs while returning little flashlamp light back to the absorbing
flashlamp plasma. Compared with flat reflectors, the involute-shaped reflectors reduce
the flashlamp electrical energy required to meet the gain requirement by ~12%, overall
[3.2.5].  Additional reductions in flashlamp electrical energy are achieved by using sol-
gel AR coatings on both sides of the blastshields (~10%) and by preionizing the
flashlamps with weak electrical pulses delivered several hundred microseconds before
the main pulse (~10%). Preionization causes the flashlamp arc to develop more
uniformly and increases the electrical-to-optical conversion efficiency of the flashlamp
plasma. Overall, the predicted storage efficiency of the NIF amplifiers is 3.8%, which is
significantly higher than in previous ICF lasers (3.0% and 1.8% for the Beamlet and
Nova amplifiers, respectively) [3.2.1].  Storage efficiency is defined as the total energy
stored in the laser slabs divided by the electrical energy delivered to the flashlamps. The
NIF pump cavity design also uses skewed diamond-shaped reflectors in the central
flashlamp arrays, which improve gain uniformity by directing flashlamp light to
specified regions of the laser slabs.

3.2.2 Thermal management

Waste pump heat causes residual thermal wavefront distortions that persist for
many hours after each shot. A principal cause of the distortions is thermal gradients in
the laser slabs set up by differences between the heating and cooling rates of the laser
slab and its edge cladding. Additional distortion is caused by convection currents set up
by temperature differences between laser slabs, blastshields, and reflectors.  The slab
distortions tend to be slowly varying, low-order distortions that are largely correctable
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with a deformable mirror. Gas distortions, however, have high spatial frequencies and
are more rapidly varying, making them difficult to correct.

To accelerate the thermal recovery rate, the NIF flashlamps will be actively cooled
by flowing gas. Flashlamp cooling is effective since some 60% of the pump waste heat
resides in the flashlamp envelopes immediately after a shot. The NIF flashlamp cooling
system will provide gas flow rates of up to 20 cubic feet per minute per flashlamp, with
the gas flow direction alternating between flashlamp cassettes as shown in Figure 3.3.
The inlet temperature of the cooling gas will be controlled over a ±5°C range centered
about the ambient temperature with ±0.3°C accuracy.

Flowing room-temperature gas over the flashlamps is expected to achieve these
conditions in less than seven hours after each shot. With a one-hour period set aside for
beam realignment after the amplifiers have thermally recovered, we expect to achieve
an eight-hour period between laser shots. More rapid thermal recovery of the amplifiers
appears feasible by slightly chilling the flashlamp cooling gas, however.

Flashlamps

Figure 3.3.  By alternating the direction of cooling-gas flow through the flashlamp cassettes,
cooling-gas connections can be made at the top of the amplifier, which simplifies the
amplifier mechanical design.

3.2.3 Mechanical design

The large size of the NIF amplifiers requires new mechanical designs that allow
convenient assembly and maintenance.  Accordingly, the NIF amplifiers use a modular
design in which the most critical components, including the flashlamps, laser slabs, and
reflectors, are mounted in line-replaceable units or cassettes that can be readily inserted
or removed without disturbing their neighbors [3.2.7] (see Figure 3.4).

Installation and removal of flashlamp cassettes and four-high slab cassettes are
accomplished by using sealed maintenance carts that access the bottom of the

supply supplyexhaust
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amplifiers.  The cassettes are inserted and removed from their  enclosure, called the
frame assembly unit, which is supported by top plates mounted to an overhead support
structure.  Plenums distribute electricity and cooling gas to the flashlamps from the top
through holes in the top plate.

Assembly of these amplifiers begins in an off-line clean room, where the frame
assembly units are cleaned and the top plates and blastshields with AR coatings are
installed. A flashlamp-light-resistant polymer is used to bond the blastshields to a metal
frame, and silicone inflatable seals are used to seal the metal frame to the inside of the
frame assembly unit. These seals reduce leak rates between the flashlamp cavity and the
slab cavity. After the blastshields have been installed, frame assembly units are bolted
together to form five- and eleven-slab-long units that are transported to the laser bay
where they are mounted to an overhead support structure by their top plates.

Figure 3.4. The NIF amplifiers use a modular design.

The laser slabs, reflectors, and metal parts that comprise the slab cassettes are spray-
cleaned and assembled in an elevated, class-100 clean room. High cleanliness levels
must be maintained, since small particles resting on the laser slabs can cause damage
when heated by flashlamp and laser light. Current specifications call for the laser slabs
and metal surfaces to be maintained at cleanliness levels of 50 and 100, respectively,
which correspond to particle-size distributions in which there are only one 50- or 100-
micron particle per square foot of surface area, respectively [3.2.8]. Following assembly,
the slab cassettes are lowered into a specialized clean cart. Once the cart has been
moved to the laser bay, it docks to the bottom of a frame assembly unit and establishes

Plenums

Top plates

Frame Assembly
Units

Blastshields

Side flashlamp
Cassette

Slab Cassette

Central
Flashlamp
Cassette
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a hermetic seal to maintain cleanliness.  After the top cover of the cart and the bottom
cover of the frame assembly unit have been pressed together to trap residual particles,
the cover pair is moved to the side to open a passageway for the slab cassette to be
raised into the frame assembly unit. Rollers mounted in the corners of the cassette guide
the cassette during insertion and prevent metal-on-metal rubbing, which would
generate particles. A fail-safe mechanism in the cart activates latches that hold the slab
cassette in place. Slab cassettes can be removed for occasional refurbishment by
reversing this installation process. Figure 3.5 shows a prototype slab cassette cart, which
has successfully completed some 50 slab-cassette transfers in our laboratory. Similar
carts will be used to install and remove the NIF flashlamp cassettes and blastshields.

Figure 3.5. Our prototype slab cassette cart shown inserting a slab cassette into the NIF
prototype amplifier.
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3.3  Description of NIF Prototype Amplifier and Experiments

3.3.1 Description of prototype amplifier and comparison with the NIF Title II
baseline amplifier design

This section describes the NIF prototype amplifier that was built and tested in the
Amplifier Module Prototype Laboratory (AMPLAB) at LLNL during 1997–98. Because
the NIF design team used the prototype amplifier as the starting point for the NIF Title
II design described in the previous section, the two designs are very similar.
Consequently, this section emphasizes comparisons between the two designs while
providing additional details about the prototype.

Figure 3.6 shows plan views for the three-slab-long sections the NIF prototype
amplifier (AMPLAB) and the NIF Title II baseline design. Despite their similar
appearances, the two designs have slight differences in component dimensions and
relative positions, arising from decisions to improve the Title II design relative to the
prototype. The most significant differences are described below.

78.5290.67

48.45

774.7

104.8245.5

774.7
572.5

572.5

(a) NIF prototype amplifier (AMPLAB)

78.5274.5

30

770

105262.5

801.75

61.75

590.6

590.6

 (b) NIF Title II baseline design

Figure 3.6.  Plan views for three-slab-long sections of (a) the NIF prototype amplifier
(AMPLAB) and (b) the NIF Title II baseline amplifier design. Dimensions are in mm.
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Overall, the NIF Title II design is less compact than the NIF prototype amplifier. The
Title II design uses 5-mm insertion clearances between the slab cassettes and the frame
assembly units, while the prototype amplifier used 3-mm insertion clearances. Larger
insertion clearances reduce the risk of the slab cassette rubbing against the frame
assembly unit during insertion and allow fabrication tolerances to be relaxed to reduce
costs. The Title II design also uses 10-mm-thick blastshields, while the prototype uses
6-mm-thick blastshields. Thicker blastshields are used in the Title II design to reduce
fracture risk, as the blastshields must hold off a pressure difference between the slab
cavity and the flashlamp cavity when turbulent gas is used to cool the flashlamps. The
Title II design uses two- and three-slab-long frame assembly units, while the prototype
design uses only one-slab-long frame assembly units. Consequently, the separation
between slab centers in the direction of the beam alternates between 801.75 cm and 770
cm in the Title II design, while this separation was fixed at 774.7 cm in the prototype
amplifier. Relative to the prototype amplifier, the Title II design has a 1.8-cm greater
average separation between the flashlamps and the laser-slab center in the horizontal
direction perpendicular to the beam, and a 1.1-cm greater average separation between
slabs in the direction parallel to the beam.

In the Title II design, flat silver reflectors that are coplanar with the large triangular
reflectors in the top and bottom of the pump cavity are installed in the gaps between
adjacent frame assembly units. The prototype amplifier had no such reflectors, and
presumably most of the light falling in the gaps was lost after falling on low-reflectance
aluminum or getting trapped under the large triangular reflectors. The Title II design
also has similar although smaller gaps between slab cassettes within each frame
assembly unit that are not currently covered by reflectors, however. Overall, the total
area of the holes and slots through which light is lost is 4300 cm2 in the Title II design,
compared with 3720 cm2 in the prototype amplifier. Gain modeling treating the pump
cavity as a hohlraum shows this difference in total hole area and gives the Title II design
a ~1.6% greater average gain coefficient than the prototype amplifier, other factors
being equal [3.3.1].

In the Title II design, the flashlamps are centered in the central and side flashlamp
arrays. In the prototype amplifier, the flashlamps are offset in the direction of the beam
by ~1 cm. Centering the flashlamps eliminates the need to design and manufacture two
mirror-image variants of side flashlamp cassettes and top-hat plenums, allowing one
design to be used for each of these parts. The top-hat plenums are affected because they
provide the quick-disconnect high-voltage connections to the flashlamp cassettes. Ray-
trace modeling shows the 1-cm shift causes only slight effects on gain and gain
uniformity [3.3.2].

Whereas the slab masks in the prototype amplifier were ~1/16-in.-thick textured
stainless steel, the slab masks in the Title II design are 1-cm-thick aluminum with
tapering to reduce slab shadowing (see Figure 3.7). The purpose of the thicker masks in
the Title II design is to reduce the risk of point-loading the corners of the slabs, a
problem that became apparent during the prototype-amplifier tests. The Title II masks
are bare, machined aluminum, while the prototype amplifier masks were silvered.
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Three-dimensional (3D) ray-trace code calculations are planned to determine the effect
of the mask differences on optical performance.

Figure 3.7. The slab masks in the NIF baseline design are ~1 cm thick, with triangular cross
sections for the top, bottom, and sides to reduce the shadowing of flashlamp light by the
masks. The baseline design reduces costs by using masks of bare aluminum without silver.

The largest and most important reflectors in the amplifiers are the reflectors in the
flashlamp cassettes and the triangular-shaped reflectors in the top and bottom of the
slab cavity. The Title II design uses protectively coated silver for these reflectors, while
the prototype amplifier used bare electrochemically deposited silver.

The least important reflectors in the amplifiers are the reflectors that have a small
surface area and which reflect only a small fraction of the pump light arriving at the
laser slabs. All such reflectors used electrochemically deposited silver in the prototype
amplifier. However, the Title II design uses lower-reflectance surfaces to reduce costs.
For example, the “clamshell” reflectors at the top and bottom of the flashlamp cassettes
use Everbrite 88, an anodized aluminum surface that has a stable average reflectance of
about 80%, averaged over the 400- to 1000-mm neodymium pump bands. Also, as
described above, the slab masks have uncoated, machined-aluminum surfaces.
Modeling is planned to determine the effect of these cost-saving compromises.

Reflectance measurements performed on reflectors removed from the prototype
amplifier showed evidence of significant tarnishing. Measurements made near normal
incidence at 670 nm with a hand-held reflectometer showed 89–93% reflectance,
compared with 96–97%  reflectance for fresh electrochemically-deposited silver.
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The Title II design uses Schott B-270 blastshields with improved, two-layer, sol-gel
antireflective coatings, while the prototype amplifier used Pilkington SW float glass
blastshields with single-layer sol-gel antireflective coatings. Figure 3.8 shows trans-
mission measurements made on small samples that are representative of the
blastshields used in the Title II and prototype amplifier designs. Initially, the average
transmission of the Title-II-type sample was about 3% greater than the prototype
amplifier-type sample.  However, after 5000 shots, the Title-II-type sample had about
3% lower average transmission than the prototype-amplifier-type sample. As the
prototype amplifier blastshields received fewer than 500 shots during the amplifier
testing, it seems likely that the blastshield transmission remained close to the initial
values throughout the tests.

Figure 3.8. Measured normal-incidence transmission for a single-layer sol-gel, AR coating on
6-mm-thick SW float glass, representative of the NIF prototype amplifier blastshields; and a
two-layer sol-gel, AR coating on 10-mm-thick B-270 glass, representative of the NIF baseline
design.  Exposure to 5000 flashlamp shots reduced the average transmission of the latter by
about 6%.  Measurement uncertainties are ~±1%.

Both the Title II and the prototype amplifier designs use diamond-shaped reflectors
between the flashlamps in the central array to reduce lamp-to-lamp transfer and to
increase pumping efficiency. The diamond-shaped-reflector surfaces were constructed
from chords connecting points on an ellipse, with foci at the centerline of the flashlamp
and a target point on the slab. Modeling shows that replacing sections of the ellipse
with straight chords to reduce fabrication costs has only a small effect on the pump
distribution [3.3.3].
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Both the Title II and prototype amplifier designs use side-array reflectors with
surfaces defined by both ellipses and involutes. The regions of the reflector that had
direct line of sight to specific target points on the slab were ellipses, constructed using
the centerline of the flashlamp and a target point on the slab as foci. The regions of the
side-array reflector without a direct line of sight to the target point were involutes,
which improve pumping efficiency by reflecting flashlamp light in the general direction
of the slab without passing through the absorbing flashlamp plasma.  Figures 3.82 and
3.83, in the section on Prompt Pump-Induced Wavefront Measurements and Modeling,
show plan views of the prototype and Title II designs, respectively, with lines drawn
indicating locations of target points on the slabs.

The Title II and prototype amplifier designs used similar slab dimensions and
pumped-area dimensions, as shown in Table 3.1.

Table 3.1. Title II and prototype amplifier slab and pumped-area dimensions.

3.3.2 Large-aperture diagnostic system (LADS)

3.3.2.1 Overview
An optical diagnostic system was built to perform time-resolved gain and wavefront

measurements over the entire aperture of our prototype amplifier. Measurements were
performed using a pulsed, injection seeded, single-longitudinal mode, Nd:YLF probe
laser operating at 1.053 µm. This laser produced 40-mJ, 20-ns-long pulses at a repetition
rate of 13 Hz.  The probe-laser beam was expanded and image relayed by a series of
telescopes.  After passing through the amplifier once, the beam was reflected by a
mirror, then passed back through the amplifier and telescopes a second time.  After
returning from the amplifier, a beam splitter reflected a portion of the beam to
scientific-grade charged coupled device (CCD) cameras for gain and wavefront
measurements.  Figure 3.9 shows a schematic diagram of our equipment.

Amplifier gain distributions were determined by calculating the ratio of the images
produced by two CCD cameras (GR and GP in Figure 3.9) that recorded the laser beam
intensity distribution before and after the beam passed through the amplifier. Measured
background contributions from the flashlamp light and amplified spontaneous
emission were subtracted from the gain camera image. A correction factor for passive

length 
(mm)

width 
(mm)

thickness 
(mm)

length 
(mm)

width 
(mm)

NIF prototype 
amplifier (LLNL 
slabs)

808.85      
± 0.5

457.47      
± 0.5

40.0 +0.0/ 
-1.0

773.11      
± 0.25 400 ± 0.25

NIF prototype 
amplifier (CEA 
slabs)

808.00      
± 0.5

458.00      
± 0.5 40.0 ± 0.2

773.11      
± 0.25 400 ± 0.25

NIF baseline 
design

808.50 
+0/-1.0

458.00 
+0/-1.0

41.0         
+0/-1.0

764.11      
± 0.05 401 ± 0.05

Slab dimensions
Pumped-area 
dimensions
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transmission losses was determined by firing the probe laser without firing the
amplifier flashlamps. Cross hair images were used to ensure proper registration of the
gain and reference camera images.

Figure 3.9. Large-aperture diagnostic system schematic.

Wavefront distributions were generated using a modified Twyman-Green
interferometer. The reference beam was generated by injecting a sample of the probe
beam into a ~25-m-long single-mode optical fiber (FR) cut so that its optical length
approximately matched the probe-laser path length.  To increase the fringe contrast
ratio, a half-wave plate and a polarizer were used to attenuate the probe laser to match
the intensity of the reference beam. Two cameras were used to record interferograms on
successive pulses of the 13-Hz probe laser. Wavefront distributions were calculated
from the interferograms by performing a discrete Fourier transform on the raw CCD
camera data, extracting the phase information from a predetermined region of the
Fourier spectrum, relocating the extracted signal to the origin, and performing an
inverse Fourier transform. Prompt pump-induced wavefront distortion was determined
by subtracting the wavefront measured at the time of peak gain from the wavefront
measured 75 ms earlier.  The calibration of the interferometer was checked by
measuring the wavefront with and without a known lens inserted in the beam path.
From this check, we estimate the accuracy for relative wavefront measurements to be
± 0.02 waves rms.

The remainder of this section provides more detailed information about the
hardware and design of the LADS system. For descriptions of analysis techniques and
measurement results, the reader is referred to Section 3.4 for gain data, to Section 3.5 for
prompt pump-induced wavefront data, and to Section 3.6 for thermal recovery data.
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3.3.2.2 Detailed descriptions
Probe laser

The pulsed probe laser was built by Quantel for the French CEA. This probe laser
used two flashlamp-pumped Nd:YLF rods, one for an oscillator and one for an
amplifier.  The flashlamps and pump cavities were water cooled to enable continual
13-Hz operation. TEM00 transverse-mode operation was obtained by placing a round
aperture in the oscillator cavity and by using diffuse reflectors in the flashlamp cavities
to achieve a uniform pumping of the laser rods. Single-frequency operation was
achieved by seeding the oscillator with the output from a diode-pumped Nd:YLF
microlaser with an internal Fabry-Perot etalon.  The laser oscillator was Q-switched
with a Pockels cell and an intracavity polarizer.  To ensure single-longitudinal-mode
operation, a closed feedback loop tuned the oscillator cavity length for minimum pulse
build-up time by adjusting the oscillator cavity length with a piezo-electric actuator on
the back-mirror.  A second Pockels cell switch and polarizer combination at the output
was used to reject the off-wavelength hole burning after pulse. Table 3.2 gives measured
performance parameters and a brief description of the measurement method.

Table 3.2. Performance characteristics of the custom-made Quantel pulsed Nd:YLF laser.

Performance characteristic Value Measurement method or tool

Average output energy 40  to 80 mJ Calorimeter

Pulselength 17 to 25 ns Fast photodiode/oscilloscope

Beam diameter 3.6 mm at 1/e2

intensity points
Spiricon beam analyzer

Beam divergence Diffraction limited Spiricon beam analyzer

Pointing stability + 15 µrad at the
output of laser

Spiricon beam analyzer

Shot-to-shot variation in
output energy

~ 5% Fast photodiode/oscilloscope

Output fluence distribution Gaussian Spiricon beam analyzer

Wavelength 1.053 µm By Quantel

Beam expansion and image relaying

Referring to Figure 3.9, a series of four telescopes magnified the 3.6-mm-diam probe
laser beam produced by the Quantel laser by a factor of 240 before the beam was double
passed through the prototype amplifier. Telescope T0 was a Newtonian telescope with
2× magnification, which relayed an image of the probe laser beam waist to the principal
object plane (POP).  Cross hairs, apertures, and reticles were inserted at the POP to aid
alignment. Telescope T1 was a Galilean telescope with 6x magnification, which relayed
the image from the POP to beamsplitter B2 as well as to the reference gain camera, GR.
T2, a Galilean telescope, and T3, a Newtonian telescope, had 5.38× and 3.5×
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magnification, respectively, and together relayed the image from beamsplitter B2 to
mirror M1. Telescope T2 was on a linear translation stage so that the image plane at
beamsplitter B2 could be relayed to mirror M1 regardless of which of the eight amplifier
apertures was being probed.  Depending on the aperture, the optical path length from
beamsplitter B2 to mirror M1 varied from 24 to 30 m. The probe beam, which had a
Gaussian intensity distribution, overfilled the 40-cm-square amplifier aperture and was
clipped at ~50% of the peak intensity at the middle of the edges and at ~25% of the peak
intensity at the corners.

After passing through the prototype amplifier once, the beam was reflected by
mirror M1 and passed through the prototype amplifier a second time.  Telescopes T3
and T2 de-magnified the beam and relayed the image back to beamsplitter B2. In turn,
the image at B2 was relayed to the gain camera, GP, by diagnostic telescope DT1; to the
two interferometer cameras, Φ0 and Φ1, by diagnostic telescope DT2; and to the
Hartmann sensor, H, by diagnostic telescope DT3. Both DT1 and DT2 had unity
magnification, while telescope DT3 had 2.5× demagnification.

To avoid air breakdown, telescopes T1 and T2 were vacuum telescopes.  To reduce
contributions to the camera-image signals by flashlamp light and amplified
spontaneous emission (ASE) from the amplifier, a pinhole filter with a diameter of ~100
times the diffraction-limited spot size was inserted in T2. This filter limited the spatial
resolution of the gain and wavefront measurements to ~4mm in the plane of the
amplifier.

Beam propagation calculations were performed with Super-Oslo to design the
aspheric lenses used in the telescopes. The calculations showed that the lenses would
add less than three waves of static distortion to the beam.

Large turning mirrors and their mounts

The four largest turning mirrors, M1, M2, M3, and M4, deserve special attention due
to their potential for affecting probe-beam wavefront and pointing stability. Mirrors M2
and M3 were oriented at 45° with respect to horizontal, and both mirrors were affected
by gravity sag. Since mirror M2 faced upwards while M3 faced downwards, each
mirror’s  sag was partially compensated for by the sag of the other. This compensation
was imperfect, however, as the tilt angles of M2 and M3 were orthogonal in the
horizontal plane (see Figure 3.9). Calculations showed the combined gravity sag of the
two double-passed mirrors would produce ~3 waves of mostly astigmatic distortion,
which accounts for most of the measured static wavefront distortion in the LADS
system. To reduce gravity sag, 10-cm-thick substrates were used for the 45-degree
mirrors, while an 8-cm-thick substrate was used for the vertically oriented, normal-
incidence mirror M1. All four mirror surfaces had a finishing error requirement of less
than one-sixth wave distortion peak-to-valley, while the reflectance at the operating
angles was required to be >99% at 1.053 µm.
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Figure 3.10 shows the mirror mount for M3. Similar rotating mounts were used to
support the other three large mirrors. The tilt angle was adjusted using a stepping
motor.  The mirror mounts were bolted to linear translation stages, which in turn were
bolted to the mirror tower enclosures. The translation stages for M2 and M3 had large
enough range so that any one of the eight prototype amplifier apertures could be
accessed by the probe beam.

Figure 3.10.  Mirror mount used to support mirror M3.

The mechanical stability of the mirrors and their mounts was especially important,
since demagnification of the beam by the telescopes caused beam pointing variations
generated by the large mirror vibrations to be 20 times larger at the gain and wavefront
cameras. The mirror-tower enclosure, translation stages, and mirror mounts were
designed  using finite-element analysis, which showed that each mirror would meet its
requirement of adding < 2 µrad of beam steering due to random vibrations. This
analysis used driving terms estimated from vibration spectra measured in AMPLAB.

Gain cameras and images

A major objective of our amplifier development effort is to develop accurate models
for predicting the average gain coefficient and gain distributions produced by the NIF
amplifiers. Due to the similarity of the AMPLAB prototype amplifier to the NIF
amplifiers (see Sections 3.2 and 3.4), measured gain distributions could themselves
serve as predictors for NIF amplifier performance.  Accordingly, we set out to measure
the gain coefficients of the AMPLAB prototype amplifier with an accuracy and
precision of +1%.  This level of uncertainty in the data was judged appropriate for both
deriving NIF predictions from AMPLAB data and the benchmarking of our codes.

At the outset, the error associated with the gain coefficient distribution
measurement could be separated into two basic components: instrument noise and
beam quality.  The instrument noise component was tractable and was in fact analyzed.
The blemishes in the optics including damage sites on the slabs diffract the probe beam
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inducing what we refer to as the beam-quality-induced error.  The beam quality error
varied from aperture to aperture and was exacerbated by the pointing instability of the
probe laser.  To diminish the beam quality error a smoothing technique was employed
(see Section 3.4) on the data.  The beam quality error, dominated the intrinsic
instrumental error.

The intrinsic instrumental error stems from three basic sources: (1) the stochastic
(electron well) shot noise in the camera pixels, (2) the optical background due to ASE
and flashlamp light and, (3) the amplifier gain being measured.  The error engendered
by these physical measurement limits propagates through the mathematical operations
for computing the gain coefficient from several images.  At the end of our instrumental
error analysis (not including beam quality error), a simple formula for the intrinsic
relative error ε in the gain coefficient was derived,

(3.1)

where, δ is the shot noise component, G is the gain, x is the measured (optical) signal
to background ratio; PASE and PFL are signal contributions from amplified-spontaneous
emission and flashlamp optical background signals, respectively; and I0 is the probe
laser input signal. The interaction of these parameters originally dictated our selection
of LADS components critical to minimizing the measurement error.  We selected the
pinhole in T2 and the laser energy to minimize the quantity inside the square root in
formula (3.1)  Of course, the pinhole in T2 limited the amount of optical background
(estimated from first principles) reaching the gain CCD (GP in Figure 3.4) but it also
limited the spatial resolution.  A spatial resolution of 4 mm was considered sufficient
for our purposes; thus a pinhole 100 times the diffraction limit was selected for
telescope T2.  The optical background amounted to about 0.1% to 0.4% of the signal
levels depending on the gain being measured and the position in the aperture.  In the
limit of large IO (i.e., a strong probe laser relative to the optical background), ε is given
by the ratio of the shot noise δ to the natural log of the amplifier gain measured.  Using
the expected value for the amplifier gain, we chose the CCD electron wells to be as deep
as the state of the art allowed (350,000 electrons per pixel).  The relative shot noise error
(δ) was about 1 part in 500 for pixels near the center of the image (where the electron
wells nearly saturated) and it varied to 1 part in 250 at the corner of the images where
the intensity was about 1/4 that at the center.  Because the extent of each pixel
corresponded to about 0.4 mm of the amplifier aperture, further reductions in this
intrinsic error were obtained by numerically collecting 10 × 10-pixel regions without
impacting the spatial resolution.  The shot noise error calculated when the 10 ×10 “bins”
were used resulted then in a δ of 1 part in 1500 at the center and 1 part in 750 at the
corners of the aperture.
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Gain calibration

As a check of the gain measurement, calibrated neutral density  filters (NDFs) were
inserted in the probe beam path.  The NDFs were selected to approximately match the
inverse of the gain levels being measured so that the signal levels in the CCDs were
similar to those observed during the gain measurements.  The calibration of the NDFs
was done using pyroelectric detectors used for bulk gain measurements (not shown in
Figure 3.9 but in positions equivalent to the gain cameras GR and GP).  The manuals for
these pyroelectric detectors specified an error of 0.1% for a single-pulse measurement.
The average of 100 laser pulses was used to calibrate the NDF filters.  The measurement
of the ND filters using the CCD gain cameras agreed with the calibration measurements
to within 0.25%.

Interferometer

Interferometer measurements were carried out simultaneous to gain measurements.
Interference fringes were obtained by combining the probe beam’s near field image
with a nearly perfect reference wavefront derived from a polarization maintaining
single mode fiber.  Two 1024 × 1024 scientific cameras situated at conjugate relay planes
collected the interference fringes.  The two cameras could be triggered independently.
We were able to observe (after data processing) the wavefront change in consecutive
laser pulses spaced at integral multiples of 75 ms (the pulse-to-pulse spacing).  Two
components contributed to wavefront errors in our NIF-prototype amplifiers: (1) a
slowly changing  “material” component associated with temperature gradients in the
slabs; and (2) a rapidly changing, stochastic component associated with temperature
gradients and movement of the gas within the beam tubes and amplifiers assemblies.

For prompt wavefront distortion measurements, the wavefront measured 75 ms
before the time of peak gain was subtracted from the wavefront measured at the time of
peak gain. The 75-ms delay was found to be sufficiently small to “freeze” gas motion,
and an error of  + 0.02 waves rms was typical.  Phase error increased at longer delays,
consistent with gas motion effects.  In thermal recovery experiments before and after a
shot and at regular (one-hour to three-hour) intervals, interferogram pairs were
obtained with delays between the two cameras of 0 seconds, 75 ms, 1 second, and 10
seconds.  In addition, sets of 20 interferograms spaced 10 seconds apart were collected.
These sets of 20 were averaged for better statistics, and the average was compared to its
components to obtain experimental P-V and rms measures.  These numbers were found
to correlate with temperature and/or gas motion effects during thermal recovery.  The
rms and P-V were also sensitive to external causes out of our control, for example
diurnal cycles during hot days.

Referring to Figure 3.9, the probe image at PIP was relayed to the modified
Twyman-Green interferometer by the one-to-one diagnostic telescope DT2.  At the
output of DT2, a half-wave plate followed by a cube polarizer acted as an intensity
control to balance the probe laser signal with the much weaker reference signal that
emerged from the output end of fiber reference (FR).  The probe image was combined
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with the reference wavefront at the beam combiner (BC).  The reference wavefront was
produced as follows: a coherent sample of the input beam was collected behind the
turning mirror M0.  To avoid damaging the input face of the fiber FR, the energy of this
sample was further diminished with neutral density filters (not shown) to a level of ~20
µJ.  A half wave plate (not shown) was used to align the polarization to the input of
fiber FR.  A 20× microscope objective focused the beam and overfilled the 6-µm core of
FR.  An xyz stage was used to locate the input end of FR at focus.  The length of fiber FR
was chosen to provide the necessary delay corresponding to the probe beam time of
flight to and from the back mirror M1.  The overlap in time of the arrival of reference
and probe signals at BC was verified (and the fiber length adjusted as necessary) with a
fast photodiode.  At the output end of fiber FR, a 20-cm focal length lens was used to
collect the single mode beam that emerged.  A shear plate was initially used to collimate
the reference beam.  A half wave plate following the collimating lens was used to align
the polarization to coincide with the probe beam polarization.  A Glan-Thompson
polarizer was momentarily inserted for this purpose.  The output energy of the fiber
was found to be adequate for the scientific cameras.  The nonlinear interaction of the 20-
ns, single-frequency laser pulse within the 24-m-long fiber core limited the output of the
fiber.  The input vs output characteristics were measured for a few input energies.  The
output of the fiber did not scale linearly with the input (see Table 3.3).  Based on the
nonlinear coefficients for fused silica, we estimated that stimulated Bruillion scattering
and to a lesser extent Raman scattering limited the output.  At an output of ~6 µJ the
reference fiber provided reliable, long-term operation.

Table 3.3. Input vs output characteristics for the 24-m-long reference fiber.

Input (µJ) Output (µJ)

5 2.8
10 4.5
20 6.3
30 7.3 (damage after ~ days)

>30 Immediate damage

Interferometer calibration

Calibration of the interferometer was verified by measuring the wavefront of a lens
with a known wavefront.  This lens was inserted in the beam returning from the
amplifier at a position near beamsplitter B2. The measured wavefront added by the lens
agreed to within ~2 to 5% with independent measurements performed using a Zygo
interferometer (see Figure 3.11).
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Figure 3.11. Measurements of a lens by a commercial Zygo interferometer, a Hartmann-Shack
wavefront sensor and our modified Twyman-Green interferometer, were consistent within
~5%.

3.3.3 Test configurations

Various amplifier configurations were tested by inserting flashlamp cassettes and
slab cassettes into selected locations in the framework. For example, inserting slab
cassettes and flashlamp cassettes into the middle frame assembly unit, while leaving the
two end frame assembly units unoccupied, produced a two-slab-wide, one-slab-long
“V” amplifier configuration . Inserting slab cassettes and flashlamp cassettes into two
adjacent frame assembly units, while leaving the remaining end frame assembly unit
unoccupied, produced the two-slab-long “diamond” and “X” amplifier configurations.
The “V”, “diamond”, and “X” configurations are named for the shapes formed by the
laser slabs  (see Figure 3.12).

Figure 3.12.  We have tested several prototype amplifier in the diamond, X, and 3-slab-long
configurations.
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Testing a 4 × 2, three-slab-long amplifier was problematic, however. For budgetary
reasons, the AMPLAB power-conditioning system was only large enough to drive a
maximum of 48 flashlamps, 12 less than the full complement of 60 flashlamps.  To
reduce costs further, only four side flashlamp cassettes, two fewer than the six needed
to outfit a full 4 × 2, three-slab-long amplifier, were purchased. The three-slab-long
amplifier was therefore tested with all three side flashlamp cassettes missing on one
side (optical inactive side). We installed absorbing architectural glass (Greylight)
dummy slabs on the side of the amplifier missing the flashlamps to reduce the intensity
of the light reflected back to the active side through the central flashlamp array. To
determine the degree to which the missing flashlamps affected performance, gain and
wavefront measurements were performed on one-slab-wide analogs of the two-slab-
long “diamond” and “X” configurations. These were formed by removing the slab
cassettes at the ends of the 3-slab-long amplifier one at a time. As discussed in sections
3.3.4 and 3.3.5, the results showed only small differences in measured gain and prompt
pump-induced wavefront distortion relative to measurements made previously on fully
energized “diamond” and “X” amplifiers.

Optical performance was measured only on the side of the amplifier with the full
complement of flashlamps. Schott LG-770 laser slabs were installed in the three lower
apertures, while a combination of Hoya LHG-8 and LG-770 slabs were installed in the
top aperture.

3.3.4 Power conditioning system

3.3.4.1  Design
Although the AMPLAB power-conditioning system used a different architecture

than the NIF power-conditioning system, it was designed to produce flashlamp input
pulse energies and pulselengths close to those anticipated for the NIF. The power-
conditioning system consisted of six modules, with each module using a common main
switch and a common preionization circuit to energize up to four series pairs of
flashlamps (see Figure 3.13). The main switches used two Thompson 8900-series
ignitrons connected in series to reduce the prefire rate, while the preionization switches
used a single Thompson “A” ignitron. The main circuit capacitance and inductance for
each lamp pair were 310 µF and 28 µH inductors, respectively, with additional
inductance and resistance contributed by the 40 to 50-m-long custom made cables that
connected the inductors to the flashlamps. These cables had measured capacitance,
inductance, and resistance of 112 pF/m, 177 nH/m, and 1.0 mohm/m, respectively.
Each preionization circuit used a single 50 µF capacitor to drive all four lamp circuits.
System components were chosen to operate reliably at capacitor charging voltages up to
27 kV.
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Figure 3.13. Schematic diagram of the AMPLAB power-conditioning circuit.

The voltage and current measurements were performed with the amplifier in the
three-slab-long configuration, with side flashlamp cassettes activated on one side of the
amplifier only. Figure 3.14 shows a plan view of the amplifier with labels showing the
correspondence between flashlamp circuits and flashlamp positions. Power-conditioning
modules were assigned numbers 1 through 6, while the individual flashlamp pairs
within a module were assigned letters A through D.  A one-to-one correspondence
between power-conditioning modules and flashlamp cassettes was maintained.
Accordingly, the modules connected to the six-lamp side flashlamp cassettes had only
three active circuits (A through C), while modules connected to the four-lamp central
flashlamp cassettes had four active circuits. Measurements were performed on only
twenty of the twenty-one flashlamp pairs, however, because the flashlamps in one pair
(circuit 1B) failed to fire during the voltage and current measurements. This circuit
functioned normally during the optical performance tests, however.

Figure 3.14.  A plan view of the amplifier with labels showing the correspondence between
flashlamp circuits and flashlamp positions.
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3.3.4.2  Flashlamp Electrical Measurements
Experimental setup

Voltage and current measurements were performed on 20 flashlamp pairs used in
the one-slab-long, three-slab-long NIF prototype amplifier tested in AMPLAB. The
measurements were made using Tektronix P6015A high-voltage probes connected
across each flashlamp pair, and with Pearson 301X current transformers mounted close
to the main circuit inductor in the capacitor bank room (see Figure 3.15).  Tektronix 5:1
and 10:1 attenuators were used to reduce the current-transformer signals to levels
readable by the oscilloscopes. Tektronix TDS644 oscilloscopes were used to digitize
both voltage and current signals at a rate of 5 MHz with 8-bit resolution.

Signals were processed using the QuickDig software package developed by Steve
Fulkerson. The voltage drop across each flashlamp pair was calculated by subtracting
the voltage measured on the current return side from the voltage measured on the high-
voltage input side. Instantaneous electrical input power to the flashlamp was calculated
by multiplying the voltage drop by the current. Electrical energies delivered during
preionization and main pulses were calculated by integrating the power curves.

Voltage measurements were performed one flashlamp cassette at a time, with
sufficient probes used to monitor all three or four flashlamp pairs simultaneously.
Current measurements were performed using probes that remained resident in each
lamp circuit. Measurements were performed over a minimum of nine shots, three at
each of the three different capacitor charging voltages used for amplifier performance
tests. After each nine-shot series, the voltage probes were moved to the next flashlamp
cassette, and the series was repeated.

Figure 3.15. Experimental setup for measurements made on 20 flashlamp pairs.
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3.3.4.3  Calibrations and error estimates
Relative uncertainties for voltage- and current-measuring channels were estimated

from the root-sum-square (rss) of the relative uncertainties of the components (i.e.,
probes, attenuators, and oscilloscopes), which were provided by manufacturers. See
Table 3.4. Resulting uncertainties for voltage, current, and power measurements were
±4.7%, ±2.3%,  and +/5.3%, respectively.

Table 3.4. Model numbers, calibration constants, and manufacturers’ estimated relative measurement
uncertainty for the high-voltage probes, current probes, attenuators, and oscilloscopes. Corresponding
uncertainties for voltage, current, and power measurements are ±4.7%, ±2.3%, and +/5.3%, respectively.

Component Model #

Calibration or 
attenuation 
constant

Manufacturer's 
estimated 
uncertainty

High-voltage probe Tektronix P6015A 1000:1 0.03
Current probe Pearson 301X 200 A/V 0.01
Oscilloscope: 
signal amplitude Tektronix TDS644 variable 0.015
Oscilloscope: 
timebase Tektronix TDS644 variable 0.0001

Attenuator
Tektronix  011-
0059-02 10:1 0.01

Attenuator
Tektronix  011-
0060-02 5:1 0.01

We tested the voltage probes by connecting all eight to the same lamp pair and
determining the average voltage produced by each probe over three shots.  The
standard deviation of the signals produced by the eight  probes was 1.2%, about one-
third the experimental uncertainty estimated from the rss of the component
uncertainties. The current probes were tested in a slightly different manner, as it was
impractical to install more than two current probes on the same flashlamp-pair circuit.
Rather, a single current probe, which was randomly selected from the group of
available probes, was moved from circuit to circuit, for the three-shot tests. The signals
produced by the moving reference probe were compared with the signals produced by
the resident probes, using ratios of the probe signals averaged over a 200 µs-long period
approximately centered at the time of peak current. The average ratio of the reference
probe signal to resident probe signals was 1.0058 with a standard deviation of 0.75%,
also about one-third the rss estimate. The narrow clustering of both the voltage and
current probes suggests that uncertainties provided by the manufacturers are
conservative with respect to probe-to-probe variations. However, our test does not rule
out a possible systematic bias in the probe calibrations.

The calibration constants were adjusted to improve experimental accuracy.
Specifically, the calibration constants of the individual voltage-measurement channels
(i.e., probe and oscilloscope) were adjusted to agree with the average of the other eight
channels. Similarly, the calibration constants for the twenty current-measurement
channels were adjusted to agree with the group average.
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3.3.4.4  Results
The electrical energies delivered during the main pulses were converted into the

explosion fraction, fx,, which was calculated from measured delivered energy Edel using
the formulas

 and

where Ex is the single-shot explosion energy for a flashlamp operating in the open in
Joules,  L is the flashlamp arc length in centimeters, D is the flashlamp bore diameter in
centimeters, and τ is the 10% of peak power pulse width in seconds. The above
expression for single-shot explosion energy normally applies when τ  is the calculated
3(LC)0.5 pulselength. Measurements performed on flashlamps circuits near critical
damping have shown, however, that the full-width tenth-max (FWTM) pulselength for
the input power pulse is within a few percent of the calculated 3(LC)0.5 pulselength.
Accordingly, explosion fractions were estimated using measured FWTM pulselengths.

Table 3.5 summarizes the measurement results for the main electrical pulses. At
charging voltages of 21.05, 24.30, and 26.00 kV, the average main-pulse electrical
energies were 26.3, 34.7, and 39.4 kJ, respectively, corresponding to flashlamp explosion
fractions of 0.149, 0.200, and 0.229.  The bank-to-lamp transfer efficiency was
approximately 71%, which is low compared with the 85% transfer efficiency previously
achieved on the Nova laser and anticipated for the NIF. As is typical for such flashlamp
circuits, the FWTM pulselength decreased slightly as the charge voltage was increased.
Measured values at the 20.3, 23.5, and 25.2 kV charge voltages were 392, 377, and 370
µs, respectively.
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Table 3.5. Summary of main-pulse measurements performed on 20 flashlamp circuits. Each entry
represents the average value measured over three shots.

The pulse characteristics achieved at the middle charge voltage, 24.30 kV, were close
to the NIF power-conditioning specifications. Specifically, the average FWTM
pulselength was 377 µs, ~5% greater than the NIF’s specified 360 µs, while the average
main-pulse energy was 34.7 kJ, ~2% greater than the NIF’s specified 34 kJ. The average
flashlamp explosion fraction was 0.200, the same as the NIF’s specification. Recall that
the experimental error for power and energy measurements was ±5.3%.  Figure 3.16
shows the current , voltage, power, and impedance parameter measured on a single
shot for a typical flashlamp circuit (circuit 2D on shot A80531020).

The standard deviation for lamp-to-lamp energy variations for the twenty flashlamp
pairs was about 4%. Most of this lamp-to-lamp variation was caused by differences
between flashlamp cassettes, due to module-to-module variations in the output
voltages of the high-voltage power supplies. Differences in lamp energy within the
same cassette averaged ~1.2%, and were due to varying circuit capacitance, cable
lengths, and flashlamp impedance.  The average standard deviation due to shot-to-shot
variations for the twenty lamp pairs was ~0.7%.

Charge
voltage:

Circuit

FWTM
Pulselength

(µs)

Energy/
lamp
(kJ)

Explosion
fraction

FWTM
Pulselength

(µs)

Energy/
lamp
(kJ)

Explosion
fraction

FWTM
Pulselength

(µs)

Energy/
lamp
(kJ)

Explosion
fraction

1A 387 26.5 0.151 376 35.1 0.203 - - -
1C 393 26.7 0.150 382 35.2 0.201 - - -
1D 392 26.5 0.150 384 34.9 0.199 - - -
2A 388 27.3 0.155 377 36.0 0.207 372 41.0 0.238
2B 392 27.4 0.155 382 36.1 0.207 377 41.2 0.237
2C 393 27.3 0.154 383 35.9 0.205 378 40.9 0.235
2D 394 27.1 0.153 384 35.4 0.202 378 40.6 0.234
3A 399 25.4 0.142 375 33.5 0.192 372 37.9 0.220
3B 394 24.9 0.140 374 33.0 0.191 367 37.2 0.217
3C 402 25.0 0.139 379 32.8 0.187 374 37.3 0.216
4A 384 27.1 0.155 365 35.5 0.208 360 40.4 0.238
4B 391 26.5 0.150 371 34.6 0.201 363 39.5 0.232
4C 396 26.7 0.150 376 34.9 0.201 368 39.6 0.231
5A 395 27.1 0.153 381 35.8 0.206 375 40.7 0.235
5B 389 27.6 0.156 378 36.3 0.209 373 41.3 0.239
5C 390 26.5 0.150 376 35.0 0.202 373 39.9 0.231
5D 397 27.1 0.152 384 35.4 0.204 380 40.6 0.233
6A 375 24.6 0.142 359 31.9 0.188 353 36.3 0.216
6B 393 24.7 0.139 378 32.6 0.187 370 37.3 0.217
6C 390 25.5 0.144 372 33.2 0.193 364 38.1 0.223

Average 392 26.4 0.149 377 34.7 0.200 370 39.4 0.229

Standard
deviation 5.7 0.98 0.0056 6.5 1.34 0.0073 7.2 1.68 0.0087
Normalized
Standard
Deviation

(%) 1.5% 3.7% 3.8% 1.7% 3.9% 3.7% 1.9% 4.3% 3.8%

21.05 kV 24.30 kV 26.00 kV
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(a) (b)

(c)      (d)
Figure 3.16.  Measured (a) current, (b) voltage, (c) power, and (d) impedance parameter for an
fx = 0.2 shot.
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3.4.  Gain Data and Modeling

3.4.1  Gain Data Reduction

The gain profiles measured on the NIF prototype amplifier in AMPLAB were
calculated from the CCD camera images provided by the large-aperture diagnostic
system, which is described in Section 3.2.  A total of seven images were acquired for
each gain profile calculation.  First, a cross hair was placed in the input beam, and its
image on both the input and output cameras (GR and GP in Figure 3.10) was used to
register the pixels on the two cameras to each other.  Next, pre-shot images of the probe
beam on the input camera (identified as signal Ap) and the output camera (signal Bp)
were taken without firing the flashlamps.  These images were used to normalize the
camera outputs at zero gain.  To remove the signal seen by the output camera coming
from ASE and flashlamp light, a background image (signal Bb) was acquired at the time
of peak gain where the flashlamps were fired, but the probe beam was blocked.  Finally,
a shot was taken with the probe beam passing through the amplifier at peak gain, and
its images on both the input (As) and output (Bs) cameras were extracted.

Once all the images were correctly registered using the cross hair data, the gain
profile (G) was calculated via the expression

(3.3)

 

The profile of the average gain coefficient α can then be expressed in terms of the
logarithm of the gain:

(3.4)

where  Np is the number of passes through the amplifier, Ns is the number of slabs,
and L is the length of the beam path in the slab.  A typical gain coefficient profile (for
the C aperture in AMPLAB, 3-long configuration, explosion fraction 20%) obtained
from the camera images in this way is presented in Figure 3.17.

It is clear from this figure that the raw AMPLAB gain data has high frequency noise
in the form of diffraction patterns and interference fringes coming from imperfections
in the optics.  This noise had to be removed before it could be compared to the
predictions of our model.  However, we discovered that standard techniques to remove
it such as Fourier filtering would not work, since they also distorted the gain roll-off at
the edges of the aperture.
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Figure 3.17.  Unprocessed gain coefficient profile for AMPLAB in the 3-long configuration,
C-aperture, fx = 0.20, calculated directly from the CCD camera images.

To solve this problem, we developed a modified boxcar-averaging technique that
eliminated most of the noise without reducing the gain droop at the edges.  The
algorithm is illustrated schematically in Figure 3.18.  The smoothed value for the gain
coefficient (α i,j) at any point was obtained by averaging over a rectangular region
centered on that point:

 (3.5)

In the center of the aperture, the limits M and N were fixed at a constant value N0.
As an edge was approached, the corresponding limit was reduced so that we continued
to average over an area centered on the point of interest.  The value of the smoothing
parameter N0 was set at 10, (corresponding to 0.8% of the full aperture) based on a
somewhat subjective examination of all of the gain data, which indicated that a lower
value did not smooth the gain profile enough, and a larger value smoothed it too much.
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Figure 3.18. Schematic illustration of the modified boxcar-smoothing technique used to
remove the high-frequency noise from the experimental gain profiles.  Size of the averaging
areas has been exaggerated for the purpose of illustration.

Figure 3.19 displays the smoothed version of the gain profile presented in Figure
3.17.  A comparison of these two images demonstrates that our smoothing algorithm
does indeed remove the noise without significantly affecting the gain roll-off at the
edges of the aperture.  This may be more easily illustrated in Figure 3.20, which shows
the comparison between the raw and smoothed data in both horizontal and vertical
line-outs.

We also obtained more accurate estimates for the experimental gain profiles in the
amplifier by averaging over all of the shots that were taken for a given setup.  As an
example, six different measurements of the gain were taken for the C aperture in
AMPLAB in the 3-long configuration at an explosion fraction of 20%.  Figure 3.21 shows
the average of the smoothed gain profiles in this case.  A comparison with Figure 3.19
shows that the multishot averaging further reduces the spatial noise in the gain profile.
We also used this data to estimate the uncertainty in the experimental measurements by
calculating a point-by-point standard deviation for the gain coefficient.  The results of
this analysis for the 3-long configuration are presented in Figure 3.22.  The random
nature of this plot suggests that a significant portion of the error may be attributable to
noise that is not removed by our smoothing technique.  However, the area average does
give us some estimate of the overall uncertainty in the measurement, which we can use
in our comparison with the model predictions.  As an example, for the 3-long
configuration we have discussed in this section, the overall relative error in the
experimental value for the aperture-averaged gain coefficient is about 1.5%.
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Figure 3.19. Smoothed version of the gain coefficient profile data in Figure 3.17 (AMPLAB in
the 3-long configuration, C-aperture, fx = 0.20).
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Figure 3.20. Direct comparison of the raw and smoothed gain coefficient profiles in
Figures 3.17 and 3.19.  Top row: horizontal line outs at y = -10, 0, and +10 cm;  Bottom row:
Vertical line outs at x = -10, 0, and +10 cm.
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Figure 3.21. Average of six smoothed gain coefficient profiles for AMPLAB in the 3-long
configuration, C-aperture, fx = 0.20.

Figure 3.22. Standard deviation of six smoothed gain coefficient profiles for AMPLAB in the
3-long configuration, C-aperture, fx = 0.20.
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3.4.2  3-D Gain Model

Our 3-D gain model for the prediction of the amplifier gain is a collaborative effort
involving contributions coming from workers at both LLNL and CEA in France.  Both
the physical assumptions made in the model and the calculational techniques used in
the computer programs that implement it have been described in detail in earlier
publications [3.4.1,3.4.2], and in numerous internal reviews.  Therefore, in this
document we will provide only a brief outline of the details of the model.

The first step in predicting the gain performance is to calculate the pump rate of the
inversion generated by the flashlamp light in the laser slabs.  In our 3-D model, we do
this using a reverse ray-trace technique, which sends out rays from the point of interest
in the slab and determines the amount that any light sources seen by that ray contribute
to the pump rate.  The ray-trace model tracks the change in the spectral content of each
ray as it interacts with the various surfaces and media present in the amplifier cavity.
Fresnel reflection and refraction at dielectric interfaces are treated by splitting each ray
into separate reflected and refracted rays when it hits a dielectric surface.

Our empirical model for the optical properties of xenon flashlamps is used to predict
both the emission and absorption of the xenon plasma [3.4.3]. The model uses
experimentally determined values for the absorption and reflectance of all of cavity
components, including laser slabs, reflectors, and blastshields.

The latest version of the 3-D code also models the detailed spectral effects of a
single-layer AR-coating on glass surfaces.  However, preliminary calculations by the
French for the AMPLAB geometry indicate that the only consequences of implementing
this feature are that the overall gain coefficient goes up by about 5% (consistent with
our experimental observations of the gain seen with and without AR-coatings on
blastshields) with no significant change in the profile, while the run-time goes up by a
factor of 3 to 4.  For these reasons, we chose not to implement this feature for the
calculations in this report due to time constraints.  Instead, we accounted for the
presence of the AR-coating on the blastshields by multiplying the predicted gain
profiles for uncoated blastshields by a factor of 1.05.

Once the pump distribution in the slab as a function of the flashlamp loading has
been determined, we calculate the peak gain coefficient by numerically solving the
differential equation for the stored energy density at each point in the slab as a function
of time.  In addition to radiative and nonradiative spontaneous decay processes, the
model also tracks the spatially and temporally dependent ASE decay rate throughout
the volume of the laser slabs.  To accurately calculate this ASE decay rate, we have to
use a nonuniform grid of points through the thickness of the slab, with more points
near the surface where the gain coefficient and the ASE decay rate is the highest.

All of the model calculations are carried out on a dedicated cluster of 28 Unix
workstations.  The computational load is distributed over the cluster using a public
domain package (PVM) for networked parallel computing.  A typical calculation of the
pump rates for a grid containing 4950 points (30 horizontal × 15 vertical × 11 deep) to a
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computational accuracy of about 1% takes about 12 hours of computing time on the
cluster.  The calculation of the peak gain coefficient distribution takes an additional six
hours to complete.

3.4.3  Comparison of gain measurements to the 3D model predictions

Gain profiles have been obtained in AMPLAB over a broad range of amplifier
configurations, as illustrated in Table 3.6.  Gain measurements were performed in the
four apertures on one side of the central flashlamp array, which were labeled A, B, C,
and D, from top to bottom.  While the gain was not measured for every possible
configuration, there is sufficient data to answer the questions required to validate the
3-D model for use in predicting the gain performance of the NIF amplifier.  Before we
begin with the comparisons of the gain measurements to the model predictions, we will
use the experimental data to check two important assumptions about the amplifier
physics.  We will then proceed with a set of comparisons to demonstrate the ability of
the 3-D model to predict the gain profile for all the slab positions, apertures, glass types,
and explosion fractions of interest.
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Table 3.6.  Summary of AMPLAB gain measurements and modeling comparisons.

 Flashlamp
 explosion
 fraction  Configuration Aperture Gain file name

 Measured aperture-
 averaged gain
 coefficient (%/cm)

 Predicted aperture-
 averaged gain
 coefficient (%/cm)

Related
figures

0.15
 X - two slabs
 wide D A80219012 4.38 4.15 4.36, 4.37

0.2
 Diamond -
 two slabs wide A

A80209004,
A80209010 4.43 4.41 4.33, 4.34

D
A80113003,
A80113005 4.73 4.62 4.27, 4.28

 Diamond -
 one slab wide C

A80507002,
A80507004,
A80507008 4.73 4.77 4.19, 4.20

 X - two slabs
 wide A

A80219002,
A80219008 4.52 4.48 4.30, 4.31

B
A80220002,
A80220004 (?) 4.83 4.12

C
A80223002,
A80223008 (?) 4.8 4.11

D

A80224003,
A80303002,
A80304002,
A80305002,
A80306002,
A8031004,
A80317002 4.68 4.8 4.7, 4.25

 X - one-slab
 wide C

A80406002,
A80406004,
A80406006,
A80406008,
A80508002 4.7 4.8 4.15, 4.16

D

A80319002,
A80319004,
A80319006 4.7 4.8 4.8, 4.25

 3-slab-long C

A80505002,
A80506002,
A80506004,
A80515002,
A80519003,
A80521006 4.5

 internal slab C
combinations
of the above 5.33 5.27 4.22,4.23

0.23
 X - two slabs
 wide D

A80224005,
A80224011 4.88 4.93 4.39, 4.40

3.4.3.1   Validation of the assumptions made in building the amplifier model
Two assumptions about the amplifier physics were built into the 3-D model.  The

model assumes first that the amount of pump light that leaks through the central array
from one side of the amplifier to the other is negligible.  The second assumption is that
the horizontal centerline is a reflection plane of symmetry for the pumping profiles.

We can test the first assumption by looking at a comparison of one-wide vs. two-
wide gain measurements.  Figure 3.23 shows the smoothed and averaged gain profile
for the D aperture in the two-wide X-configuration at a flashlamp explosion fraction of
20%, which had an aperture-averaged gain coeffiecent, <α>, of 4.68%/cm.  Figure 3.24
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shows the smoothed and averaged gain profile for the corresponding one-wide
configuration for which <α> was 4.7%/cm, about 0.5% greater than the two-wide
average.  Figure 3.25 shows the absolute value of the difference between these two
profiles, which show no systematic difference between the two distributions.  Figure
3.26 gives the point-by-point value of the standard deviation for the average profile for
the two-wide, for which <∆α> was 0.18%/cm, about nine times greater than the
difference between one- and two-wide gain distribution.  The random nature of the
difference between the two gain profiles and the fact that its magnitude is less than the
error in just one of them implies that they are equal to within the experimental
uncertainty, validating our first assumption.

We can test our second assumption, symmetry about the horizontal centerline, by
comparing the gain profile in the C aperture to a flipped version of that in the B
aperture. Figure 3.27 shows the average gain profile for the C aperture in the 2-wide
X-configuration at an explosion fraction of 20%, for which <α> was 4.80%/cm.  Figure
3.28 gives the corresponding average gain profile for the B aperture flipped about the
x-axis, for which <α> was 4.83%/cm.  Figure 3.29 shows the absolute value of the
difference between the C aperture profile and the flipped B aperture, which has a
random distribution.   Figure 3.30 shows the point-by-point value of the standard
deviation for the average profile for the flipped B aperture, which has an aperture-
averaged value of 0.15%/cm, about five times greater than the difference between the
aperture B and C.  Again, the random nature of the difference between the two gain
profiles and the fact that its magnitude is slightly less than the error in just one of them
implies that they are equal to within the experimental uncertainty, validating our second
assumption.

3.4.3.2   Comparison of the measurements and model predictions for both end and
interior slabs

X Configuration  (C aperture)

We begin with the gain profile in the C aperture in the one-wide X-configuration
at an explosion fraction of 20%.  Smoothing and averaging the experimental data
produces the gain profile shown in Figure 3.31. It is important to note that this level of
performance, with <α> = 4.80%cm, was obtained with tarnished silver reflectors that
had an average reflectance of ~91% at 670 nm, compared with ~96% for pristine silver.
This degradation factor was used in all of the 3-D modeling simulations for AMPLAB.



3-32

Figure 3.23. Smoothed and averaged gain profile for the D aperture in the two-wide
X-configuration at a flashlamp explosion fraction of 20%.

Figure 3.24. Smoothed and averaged gain profile for the D aperture in the 1-wide,
X-configuration at a flashlamp explosion fraction of 20%.
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Figure 3.25. Absolute value of the difference between the two-Wide and one-Wide gain
profiles in the D aperture in the X-configuration at a flashlamp explosion fraction of 20%.

Figure 3.26. Point-by point standard deviation for the averaged gain profile in the D aperture
in the two-wide X-configuration at a flashlamp explosion fraction of 20%.
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Figure 3.27. Smoothed and averaged gain profile for the C aperture in the two-wide
X-configuration at a flashlamp explosion fraction of 20%.

Figure 3.28.  Smoothed and averaged gain profile for the B aperture in the two-wide
X-configuration at a flashlamp explosion fraction of 20%, flipped about the x-axis.
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Figure 3.29. Absolute value of the difference between the C and flipped B aperture gain
profiles in the X-configuration at a flashlamp explosion fraction of 20%.

Figure 3.30. Point-by point standard deviation for the flipped averaged gain profile in the B
aperture in the two-wide X-configuration at a flashlamp explosion fraction of 20%.
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The 3-D model prediction for the gain profile for this configuration is presented in
Figure 3.32.  The predicted value of <α> was 4.70%/cm, ~2% lower than the measured
value.  In comparing the measured and predicted gain profiles in this case and those
that follow, it is important to note that the model plots are restricted to a range of ± 18.5
cm, so they do not show any indication of the measured roll-off at the top and bottom of
the aperture.*  We can get a better indication of the agreement between the measured
and predicted profiles by looking at line-out comparisons, presented in Figure 3.33. For
comparison, Figure 3.34 gives the standard deviation, <∆α>, in the experimental
measurement, which was 0.06%/cm (relative error of 1.3%).  We see that for this case,
the model agrees with the experiment to within the ~ ±2% experimental over most of
the aperture, but it slightly under-estimates the roll-off at the edges of the beam, where
the relative local difference between the two curves rises to 6%.

Diamond configuration (C aperture)

A similar comparison between the measured and predicted gain for the C aperture
in the diamond configuration is presented in Figures 3.35 through 3.37. Again, the
measurement and model predictions agree to within the experimental error (± 1.5%
relative error, averaged over the entire profile) over most of the aperture, but there are
local regions where the difference rises to as much as 6%.

Interior slabs (D aperture)

We can derive an experimental estimate for the gain profile in a interior slab (αi)
in the D aperture by combining the average gain profiles for the X-configuration (αX)
and diamond-configuration (αd) with that of the 3-long configuration (α3) derived in
Section 3.4.1 above using the relationship:

 (3.6)

The results of this computation are presented in Figure 3.38.  The model
prediction for a central slab in the D aperture is presented in Figure 3.39, and line-out
comparisons of the two profiles are plotted in Figure 3.40.  The relative error in the
experimental profile is 0.04%/cm, about 3 times larger than it is in the directly observed
profiles as a consequence of the manipulation of equation 3.6.  There is good agreement
between the model and experiment over most of the aperture; in a few small regions the
relative difference rises to about 8%, some of which can be directly attributed to noise in
the experimental signal.
                                                  

* This is not a limitation of the model, but a result of the choice of grid coordinates chosen during the
initial modeling runs for this report.   Later runs made with the full 20-cm coordinate range do not show
the roll-off at the top and bottom of the aperture, however.

dXi αααα −−= 33



3-32

Figure 3.31. Smoothed and averaged gain profile in the C aperture in the one-wide
X-configuration at a flashlamp explosion fraction of 20%.

Figure 3.32. 3-D model prediction for the gain profile for the C aperture in the
X-configuration at a flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot
are ± 18.5 cm).
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Figure 3.33. Line-out comparisons of the measured (light line) and predicted (bold line) gain-
coefficient profiles for the C aperture in the X configuration, for which full-aperture gain
distributions are presented in Figures 3.32 and 3.33.  Top row: horizontal line-outs at y = -10,
0, and +10 cm;  Bottom row: Vertical line-outs at x = -10, 0 and +10 cm.

Figure 3.34. Point-by-point standard deviation for the average gain profile in the C aperture
in the one-wide X-configuration at a flashlamp explosion fraction of 20%.
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Figure 3.35. Smoothed and averaged gain profile in the C aperture in the one-wide diamond
configuration at a flashlamp explosion fraction of 20%.

Figure 3.36. 3-D model prediction for the gain profile for the C aperture in the diamond
configuration at a flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot are
± 18.5 cm).
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Figure 3.37. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the C aperture in the X configuration, for which full-aperture gain
distribution are presented in Figures 3.36 and 3.37.  Top row: horizontal line-outs at y = -10, 0,
and +10 cm;  Bottom row: Vertical line-outs at x = -10, 0 and +10 cm.

Figure 3.38. Experimental estimate for the gain profile in the C aperture of the interior slab
for the one-wide configuration at a flashlamp explosion fraction of 20%.
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Figure 3.39. 3-D model prediction for the gain profile for the C aperture in an interior slab at
a flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot are ± 18.5 cm).
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Figure 3.40. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the C aperture interior slab, for which full-aperture gain distribution
are presented in Figures 3.39 and 3.40.  Top row: horizontal line-outs at y = -10, 0, and +10 cm;
Bottom row: Vertical line-outs at x = -10, 0 and +10 cm
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3.4.3.3 Comparison of the measurements and model predictions for the D
(bottom) aperture

X Configuration

The next step is to see how well the model tracks the changes in the gain profile
when we move from the C aperture near the center of the amplifier to the D aperture
near the bottom reflector.  The smoothed and shot-averaged experimental gain profile
for the D aperture in the one-wide and two-wide versions of the X configuration at an
explosion fraction of 20% are shown in Figures 3.23 and 3.24. The model prediction for
this configuration is presented in Figure 3.41. Line-out comparisons of the measurement
and prediction are plotted in Figure 3.42.  The agreement between the model and the
measurement is better than the experimental error (Figure 3.26) except in a few small
regions, which appear to be the result of noise in the experimental signal.  Notice that
the model accurately predicts the slope of the vertical line-outs due to the presence of
the reflector at the bottom of the aperture.

Diamond Configuration

The average experimental gain profile for this aperture and explosion fraction in the
Diamond configuration is displayed in Figure 3.43.  The model prediction is shown in
Figure 3.44.  Line-out comparisons of the two profiles are plotted in Figure 3.45. The
model prediction is about 7% lower than the measurement along the vertical centerline
of the aperture, but a portion of this discrepancy may come from experimental error
which is larger (<∆∝ > = 0.08%/cm) than the cases discussed above due to averaging
over a smaller number of shots.

3.4.3.4  Comparison of the measurements and model predictions for LHG-8 glass in
the A (top) aperture

All of the measurements and calculations discussed so far have been for slabs in the
lower three apertures (B, C, and D), which were filled with LG-770 laser glass.  We now
examine how well the model matches the experiment for the A aperture, which was
populated with LHG-8 laser glass.

X Configuration

The smoothed and shot-averaged experimental gain profile for the A aperture in the
two-wide X configuration at an explosion fraction of 20% is shown in Figure 3.46. It is
obvious from this figure that there is a large amount of noise in the experimental signal
that could not be removed by the smoothing and averaging technique.  This is because
the two shots available for averaging in this configuration had similarly shaped, large-
scale distortions. The model prediction for the gain profile is presented in Figure 3.47.
Line-out comparisons of the measurement and prediction are plotted in Figure 3.48.  In
this case, the large distortions in the measured profile only allow us to say that the
model and measurement for the average gain coefficient over the aperture agree to
within the experimental error.
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Figure 3.41. 3-D model prediction for the gain profile for the D aperture in the
X configuration at a flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot
are ± 18.5 cm).

–20
0

1

2

3

4

5

6

7

x (cm)

G
ai

n
 c

o
ef

f 
(%

/c
m

)

–10 0 10 20 –20
0

1

2

3

4

5

6

7

–10 0 10 20 –20
0

1

2

3

4

5

6

7

–10 0 10 20

–20
0

1

2

3

4

5

6

7

–10 0 10 20 –20
0

1

2

3

4

5

6

7

–10 0 10 20 –20
0

1

2

3

4

5

6

7

–10 0 10 20

y = –10 cm

x = –10 cm

X, D, 0.20, LG-770

x = 0 x = +10 cm

y = 0 y = +10 cm

Figure 3.42. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the D aperture in the X configuration, for which full-aperture gain
distribution are presented in Figures 3.24 and 3.42.  Top row: horizontal line-outs at y = -10, 0,
and +10 cm;  Bottom row: Vertical line-outs at x = -10, 0 and +10 cm.
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Figure 3.43. Smoothed and averaged gain profile for the D aperture in the two-wide
Diamond configuration at a flashlamp explosion fraction of 20%.

Figure 3.44. 3-D model prediction for the gain profile for the D aperture in the
Diamond configuration at a flashlamp explosion fraction of 20% (N.B.: y-axis limits in this
plot are ± 18.5 cm).
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Figure 3.45. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the D aperture in the diamond configuration, for which full-aperture
gain distribution are presented in Figures 3.24 and 3.42.  Top row: horizontal line-outs at y = -
10, 0, and +10 cm;  Bottom row: Vertical line-outs at x = -10, 0 and +10 cm.
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Figure 3.46. Smoothed and averaged gain profile for the A aperture in the two-wide
X configuration at a flashlamp explosion fraction of 20%.
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Figure 3.47. 3-D model prediction for the gain profile for the A aperture in the two-wide X
configuration at a flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot are ±
18.5 cm).
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Figure 3.48. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the A aperture in the X configuration, for which full-aperture gain
distribution are presented in Figures 3.47 and 3.48.  Top row: horizontal line-outs at y = -10, 0,
and +10 cm;  Bottom row: Vertical line-outs at x = -10, 0 and +10 cm.
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X Configuration

The situation is better for the gain profiles for the A aperture in the Diamond
configuration at an explosion fraction of 20%.  The average experimental gain profile is
displayed in Figure 3.49.  The model prediction for the gain is presented in Figure 3.50.
Line-out comparisons of two profiles are plotted in Figure 3.51.  There is good
agreement between the model over most of the aperture, and the regions in which the
two curves differ significantly can be identified as those in which the error in the
average of the experimental gain profiles is large.

3.4.3.5  Comparison of the measurements and model predictions for different
explosion fractions

The last thing that we have to check is that the model correctly predicts the gain
profile at different explosion fractions.  The smoothed experimental gain profile for the
D aperture in the two-wide X configuration at an explosion fraction of 15% is presented
in Figure 3.52 (there is no averaging because there were no configurations for which
there is more than one gain data file at an explosion fraction of 15%).  The model
prediction for the gain profile is displayed in Figure 3.53.  Line-out comparisons
between the two profiles are plotted in Figure 3.54.  The model appears to
underestimate the gain in this case by about 8%, but we have no data to assess the
statistical relevance of this discrepancy.

The smoothed and averaged gain profile for the D aperture in the two-wide X
configuration at an explosion fraction of 23% is shown in Figure 3.55.  The model
prediction for the gain profile for this configuration is presented in Figure 3.56.  Line-
out comparisons between the measurement and the model predictions are shown in
Figure 3.57. While there is good agreement between the model and the measurement
over most of the aperture, the model appears to underestimate the roll-off in the gain on
the weak side by about 8%.  This may be an indication that we are slightly
underestimating the ASE decay rate, but part of the disagreement may also come from
the fact that the error in the measured profile is highest in this region of the aperture.

3.4.3.6  Conclusions

The comparisons illustrated above demonstrate that the 3-D model can be used to predict the
gain distributions over the range of amplifier parameters relevant to NIF performance.  From
this analysis, we estimate that 3-D model predictions have errors of ±5% for local values of
the gain coefficient at specific locations in the aperture and errors of ±2% for the aperture-
averaged gain coefficient.
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Figure 3.49.  Smoothed and averaged gain profile for the A aperture in the two-wide diamond
configuration at a flashlamp explosion fraction of 20%.

                        

–10

0

10

6.0

5.3

4.6

3.9

3.2

2.5

x (cm)<α> = 4.407%/cm

y 
(c

m
)

G
ai

n
 c

o
ef

f 
(%

/c
m

)

–10 0 10

Figure 3.50. 3-D model prediction for the gain profile for the A aperture in the two-wide
diamond configuration at a flashlamp explosion fraction of 20% (N.B.: y-axis limits in this
plot are ± 18.5 cm).
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Figure 3.51. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the A aperture in the diamond configuration, for which full-aperture
gain distribution are presented ofiles in Figures 3.50 and 3.51.  Top row: horizontal line-outs
at y = -10, 0, and +10 cm;  Bottom row: Vertical line-outs at x = -10, 0 and +10 cm.
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Figure 3.52. Smoothed gain profile for the D aperture in the two-wide X configuration at a
flashlamp explosion fraction of 15%.
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Figure 3.53. 3-D model prediction for the gain profile for the D aperture in the two-wide
X configuration at a flashlamp explosion fraction of 15% (N.B.: y-axis limits in this plot
are ± 18.5 cm).
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Figure 3.54. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the D aperture in the X configuration at a flashlamp explosion
fraction of 0.15, for which full-aperture gain distribution are presented in Figures 3.56 and
3.54.  Top row: horizontal line-outs at y = -10, 0, and +10 cm;  Bottom row: Vertical line-outs at
x = -10, 0 and +10 cm.
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Figure 3.55. Smoothed and averaged gain profile for the D aperture in the two-wide
X configuration at a flashlamp explosion fraction of 23%.
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Figure 3.56. 3-D model prediction for the gain profile for the D aperture in the two-wide
X configuration at a flashlamp explosion fraction of 23% (N.B.: y-axis limits in this plot are
± 18.5 cm).
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Figure 3.57. Line-out comparisons of the measured (light line) and predicted (bold line) gain-
coefficient profiles for the D aperture in the X configuration at a flashlamp explosion
fraction of 0.23, for which full-aperture gain distribution are presented in Figures 3.56 and
4.41.  Top row: horizontal line-outs at y = -10, 0, and +10 cm;  Bottom row: Vertical line-outs at
x = -10, 0 and +10 cm.

3.4.4 Gain Predictions

The NIF amplifiers will contain features that were not present in our earlier
amplifiers.  Among these are:

•  Two-layer AR coatings on the blast shield.

•  Protected silver reflectors.

•  Lower-absorption blast shield glass.

•  Triangular-shaped (an possibly non-silver plated) slab masks.

Our 3-D amplifier code must be modified to model some of these changes. For
others, we do not currently have optical information needed to maintain model
accuracy.  For these reasons, we are not quite ready to do a new calculation that could
accurately be labeled a “NIF amplifier simulation.”

Instead, we think that the best indicator right now of the NIF performance is an
extrapolation of the AMPLAB data using the model with improved silver reflectors
(96% reflectivity at 670 nm, as opposed to 91% in AMPLAB) that are more
representative of what we will have in the NIF amplifiers.
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We used the 3-D code with the increased reflectivity to calculate new gain profiles
for the slabs in the C aperture at an explosion fraction of 20 %.  We extrapolated the
calculated profiles out to the vertical edges of the aperture at ± 20 cm by assuming that
there is a 12.5% roll-off over the last 1.33 cm.  This value for the gain roll-off was arrived
at by fitting the model to the profiles measured in AMPLAB. The quality of the fit is
illustrated in the agreement between the vertical line-outs in the bottom row of Figure
3.56.

The extrapolated AMPLAB gain profiles with 96% (670 nm) reflectors for the X,
diamond, and interior slab positions in the C aperture at an explosion fraction of 20%
are presented in Figures 3.59 through 3.61. As one would expect, the improved
reflectivity increases the average gain coefficient.  Using these gain profiles, the beam-
averaged gain coefficient for a NIF chain composed of equal numbers of LG-770 and
LHG-8 glass slabs is 5.23% cm-1.  The increased reflectivity also improves the gain
uniformity, as the beam-averaged peak-to-average ratio decreases to 1.07.  We attribute
this result to the fact that the shaped reflectors are specifically designed to direct light to
the edges of the slab to reduce the roll-off in the gain caused by ASE.  The fact that the
peak-to-average ratio decreases with increased reflectivity simply shows us that the
reflectors are indeed serving to improve the gain uniformity.

Chain-averaged gain distributions are presented in Section 3.7, Implications for NIF
Performance.
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Figure 3.58. Line-out comparisons of the measured (light line) and predicted [with
extrapolation out to ± 20 cm] (bold line) gain coefficient profiles in AMPLAB for the
C aperture, Diamond configuration, at an explosion fraction of 20%.  Top row: horizontal
line-outs at y = -10, 0, and +10 cm;  Bottom row: Vertical line-outs at x = -10, 0 and +10 cm.
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Figure 3.59. 3-D model prediction for the gain profile for the C aperture in an X-type end slab
at a flashlamp explosion fraction of 20% with 96% (@650 nm) reflectors (N.B.: the data
beyond ±20 cm in the vertical direction is an artifact of the plotting process).

Figure 3.60. 3-D model prediction for the gain profile for the C aperture in an Diamond-type
end slab at a flashlamp explosion fraction of 20% with 96% (@650 nm) reflectors (N.B.: the
data beyond ±20 cm in the vertical direction is an artifact of the plotting process).
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Figure 3.61. 3-D model prediction for the gain profile for the C aperture, interior slab at a
flashlamp explosion fraction of 20% with 96% (@650 nm) reflectors (N.B.: the data beyond
±20 cm in the vertical direction is an artifact of the plotting process).

3.4.5 Summary of Gain Results

Parameter Formal
requirement

V & V status Risk assessment and options

Average gain
coefficient, g
(%/cm)

5.0 5.2 ± 0.2 Low assumes baseline 50/50 glass mix and NIF
cavity is being modeled.

Gain
uniformity
gpeak / <g>

< 1.05 1.08 ± 0.20 AMPLAB did not meet requirement with R = 92%
Ag reflectors; NIF will use protected Ag and bare Al
reflectors and different cavity design.  Modeling is
under way.

First article test prior to first bundle?



3-32

3.4.6 Implications for NIF Performance

The implications of AMPLAB gain files for NIF performance predictions were
considered for the two cases of (1) measured AMPLAB gains and (2) predicted
AMPLAB gains (per the 3-D ray trace code), assuming higher reflectivity reflectors than
actually used.  As these cases have slightly differing gains and gain roll-offs, they
require different front-end energies and injection-pulse spatial shapes to compensate for
the gain.  These results show that for the NWET mission of the NIF, the output energy
requirement of the regenerative amplifier in the front end is approximately two times
higher for the measured (poorer reflectivity) case than for the calculated, high-
reflectivity case: 3.0 vs 1.6 mJ.  These are within the regen output capability of ~10 mJ.
At injection to the main cavity, these numbers become 1.1 and 0.87 J. This may imply
the range over which the NIF may need to perform if the reflectors in that system start
out with high reflectivity, but degrade with age.  No other distinguishing differences
were found between these cases for NIF system performance.

Analysis

These cases were studied using a PROP92 model of the NIF.  This model was similar
to that used in other studies [3.4.4], except that all aberrations (such as optics finishing)
were eliminated to simplify analysis.  It also assumed that the NIF was composed of
AMPLAB slabs, which are 1 mm thinner than NIF slabs.  The simulation represents the
NWET mission of the NIF (13 ns, temporally flat), as this is the mission which causes
the greatest amplifier saturation, and, hence, the greatest stress on the front-end
requirements.  The simulation includes the effect of beam vignetting.  It also assumed a
50/50 mix of LG-750 (LHG8) and LG-770 by decreasing the gain coefficients in these
files (which were all LG-770) by 6.6% for LG-750 [3.4.5].

The spatial shape of the front-end beam is driven both by the gain spatial shape and
also by the output beam flatness.  The latter effect deserves some discussion.  The front-
end injection beam shapes in this analysis were determined by running the code in the
small-signal regime with a spatially flat input beam, and then inverting the output
beam (and applying appropriate apodization).  This results in an injection beam shape
that gives a spatially flat beam at low-output fluences (no saturation).  This simple
approach has been used in past NIF simulations.  It allows the same spatial beam
shaper to be assumed for all NIF missions (saturating and nonsaturating).  For highly
saturated cases, like that studied here, however, the lower gain at the edges of the
amplifier causes the edges to droop ~12 to 17% relative to the beam center on output.
This is shown in Figures 3.62 and 3.63.
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Figure 3.62.  Output beam for the calculated gain case.  The edge-to-center roll-off is ~12%.
The output energy is 21.4 kJ.

Figure 3.63.  Output beam for the measured gain case.  The edge-to-center roll-off is ~17%.
The output energy is 20.5 kJ.
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Correcting for this droop to better fill the aperture is not a compelling need and may
not be feasible.  When phase noise is added to the beam, the resulting modulation is
significantly larger (~30 to 40%) than the 12 to 17% here, and so the roll-off is less
apparent.  Consequently, bringing all parts of the aperture up to equal risk of optics
damage by high fluences is driven more by the uniformity of the aberrations on the
beam than the gain roll-off.  The difficulty in removing this droop lies in the highly
saturated regime in which we are running for the NWET pulse.  The edges of the
injection beam need to be increased much more than 12%, relative to the center of the
beam, to correct for this droop.  Indeed, trial efforts to increase this flatness have shown
that a factor of two increase may be necessary.  As it is the edges of the injection beam
that dictate the output requirements of the regenerative amplifier (as will be discussed
below), there may not be enough energy available from the regen to create a perfectly
flat output beam for the NWET mission.  In addition, an input spatial shape that created
a flat output beam in this saturated case would create a very nonuniform output beam
in the nonsaturating SSP mission.  (For example, the factor of two increase referenced
above would print through to the output beam, resulting in a 2:1 edge-to-center ratio
there, which would be unacceptable from damage constraints.)  So an effort to create a
flatter beam for the NWET mission than described here would generate the need for
different spatial shaping masks for the other missions.

The front-end beams for the two cases are shown in Figures 3.64 and 3.65.  This is
the beam leaving the regenerative amplifier and after spatial shaping (gain
compensation and edge apodization).  For the case of the measured gains, the fluences
at the edge and center of the beam are approximately 8.2 × 10–5 and 0.8 × 10–5 J/cm2,
giving a 10:1 spatial contrast ratio.  For the calculated gains, these numbers are 4.5 ×
10–5, and 0.6 × 10–5 J/cm2, giving an 8:1 contrast ratio.  This agrees with analysis of the
gain files individually, which show greater roll-off and lower average gain for the
measured case (see Table 3.7).

The output energy requirement from the regenerative amplifier is driven by this
pulse spatial shape in a way represented in Figure 3.66.  As indicated there, the regen
energy is derived from the fluences at the edges of the beam, rather than the center.
(Hence, as discussed above, increasing the edges relative to the center is costly.)  It is
also useful to envision the spatially shaped beam as being cut out from a spatially flat-
topped, square beam, which is, in turn, cut out from the Gaussian regen beam.  This
flat-topped beam has a fluence equal to the peak fluence at the edge of the spatially
shaped beam, so one is “carving out” the center of this flat-topped pulse to do the final
spatial shaping.  (This is also shown in Figure 3.66.)  The maximum efficiency with
which this flat-topped beam can be extracted from a Gaussian beam is approximately
25%.  Using this, with the peak fluences of 8.2 × 10–5 and 4.5 × 10–5 given above, and a
beam area of 9 cm2, we can calculate the regen output energies for the two cases.  These
are 3.0 and 1.6 mJ, respectively, for the measured and calculated gain cases.  This is
within the nominal operating capability of the regen (10 mJ).  The energy in the shaped
beams entering the main cavity for each case is 1.1 and 0.87 J, respectively.
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Figure 3.64.  The input beam, just leaving the regen and shaping optics, for the calculated
gains.  The corresponding regen output beam is ~1.6 mJ.
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Figure 3.65.  The input beam, just leaving the regen and shaping optics, for the measured
gains.  The corresponding regen output beam is ~3.0 mJ.
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Again, these numbers are within the nominal output capability of the four-pass rod
amplifier.  The fact that an approximately factor-of-two difference in the regen output
becomes only a factor of 25% difference in the four-pass outputs is due to the difference
in gain shapes mentioned above:  the measured slabs have more roll-off and lower gain,
but the difference in roll-off (which more strongly effects the regen output) is larger
than the difference in average gain (which more strongly effects the four-pass rod).

This range in regen output energies is thought to represent a change in the
reflectivity of the flashlamp reflectors in NIF.  In some sense, then, it may represent a
performance range if the NIF reflectors are expected to start out with high reflectivity,
and then degrade over time.

Table 3.7.  Peak-to-edge roll-off and average gain coefficient for the six types of LG-770 slabs, as well
as the chain average (including vignetting).  (The term "Rotter-avg" refers to a five subaperture
method of calculating average gain given in [3.7.2] to simulate vignetting.)

AMPLAB gain measurements and calculations, LG-770, C-aperture
average gain coeff (cm-1) peak-to-average

File Descr +-20 cm "Rotter-avg" +-20 cm "Rotter-avg"
1WideDC_S21.aux diamond, measured, low reflectivity (? 0.0477 0.0497 1.1750 1.1290
1WidwXC_S21.aux X, measured, low reflectivity (?) 0.0470 0.0490 1.1770 1.1280
Interior_S21.aux interior, measured, low refelctivity (?) 0.0534 0.0549 1.1540 1.1220
ModelDC_97_0.2.aux diamond, calculated, high reflectivity 0.0490 0.0504 1.1420 1.1080
ModelXC_97_0.2.aux X, calculated, high reflectivity 0.0492 0.0511 1.1380 1.0950
ModelIC_97_0.2.aux interior, calcualted, high reflectivity 0.0542 0.0557 1.0960 1.0650
970522-1606.NIFd_s77 diamond, calculated (old, Monterey) 0.0482 0.0489 1.0995 1.0837
970522-1802.NIFx_s77 X, calculated (old, Monterey) 0.0492 0.0499 1.0744 1.0590
970522-1702.NIFi_s77 interior, calcualted (old, Monterey) 0.0512 0.0518 1.0350 1.0235

+-20 cm +-19 cm +-20 cm +-19 cm
n/a NIF model, measured slabs (low refl) 0.0513 0.0520 1.1486 1.1325
n/a NIF model, calculated slabs (high refl) 0.0523 0.0531 1.1034 1.0893
n/a old NIF model (Monterey), calc slabs 0.0501 0.0505 1.0406 1.0318

energetics for three cases:
regen 
output 
energy 

(mJ)

4-pass 
output 

energy (J)

1w total 
output 
energy 

(kJ)
NIF model, AMPLAB measured slabs (low refl.) 3 1.1 20.5
NIF model, AMPLAB calc. slabs (high refl.) 1.6 0.87 21.4
NIF model, NIF modeled slabs, old (Monterey) 1.4 1.2 22.6
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Figure 3.66.  Beam shaping efficiency.  The maximum efficiency (analytically) of cutting a
flat-topped square beam out a Gaussian regen beam is ~25%.  The additional shaping loss to
form the highly shaped beam going into the 4-pass depends on the exact gain shape.
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3.5  Prompt Pump-Induced Wavefront Measurements and Modeling

This section contains prompt pump-induced wavefront distortion studies, which
includes measurements made in AMPLAB, modeling, comparison of model
predictions with measurements, and predictions for the NIF laser.

3.5.1 Mechanism

The NIF laser design uses 4 × 2 multisegment amplifiers in which four-slab-high
columns of laser slabs, oriented at the Brewster angle with respect to the laser beam,
are pumped by central flashlamp arrays on one side and by side flashlamp arrays on
the other side. The flashlamp pump rate is nonuniform, with the regions of the slab
that are nearest the flashlamps being pumped more strongly than the regions that
are farther away.  Because a fraction of the flashlamp pump light absorbed by the slab
is converted into thermal energy, the resulting thermal expansion causes the laser
slab to warp into a characteristic “S” shape [3.5.1] (see Figure 3.67). This slab warping
occurs on a time scale comparable to the duration of the flashlamp pump pulse and
causes distortion of the laser-beam wavefront. Additional wavefront distortion is
produced by refractive index variations caused by pump-induced temperature
variations and stress. Because the slab is oriented at the Brewster’s angle and most of
the slab warping occurs in the horizontal plane, the phase gradients are larger in the
horizontal direction than in the vertical direction.

Brewster-angle 
slab

Flashlamps

Surface 
distortions

Figure 3.67.  Plan view of multisegment amplifier showing geometry of Brewster angle laser
slabs. Surface distortions (greatly exaggerated) caused by uneven pumping.

3.5.2 Data analysis method

As described in Section 3.3.2, prompt pump-induced wavefront distortion
produced by the AMPLAB prototype amplifier was determined by subtracting the
phase distribution measured at the time of peak gain with one camera from the phase
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distribution measured ~75 ms before the flashlamps were fired with another camera.
Phase distributions were inferred from interferograms produced with a pulsed, single-
frequency Nd:YLF probe laser and  a Twyman-Green interferometer. The probe laser
beam was double-passed through the prototype amplifier, while the reference beam
was generated using a polarization-preserving, single-mode optical fiber. Two
separate CCD cameras were used to record interferograms produced on successive
pulses of the probe laser, which operated at a repetition rate of 13 Hz.

Unlike traditional interferograms, which have only a few fringes across the
aperture, the interferograms produced in AMPLAB typically had approximately 80
fringes, which were generated by tilting the reference beam relative to the probe
beam. Thus, the phase information resided in a high-frequency carrier signal that
could be readily separated from the typical low-frequency amplitude variations
using a Fourier transform method [3.5.2, 3.5.3].  The algorithm used to analyze the
AMPLAB interferograms performed a discrete Fourier transform on the raw CCD
camera images, extracted the phase information from a predetermined region of the
Fourier spectrum, relocated the extracted signal to the origin, and performed an
inverse Fourier transform to generate the phase distribution.

The algorithm function returns values between –π and π, producing 2π
discontinuities in phase that are nonphysical. These discontinuities are un-wrapped
into continuous phase space using a routine written by Henesian [3.5.4].

Recall that the prompt pump-induced wavefront distortion was determined from
the difference between phase distributions inferred from the interferograms recorded
on two separate cameras. One camera recorded the interferogram at peak gain, while
the other recorded the interferogram ~75 ms (1/13 Hz) before the flashlamps were
fired.  Since both cameras were affected by the 8–10 waves (mainly curvature) of static
distortion in the LADS optics, the measured prompt pump-induced wavefront
distortion was extremely sensitive to registration errors between the two camera
images. With assistance from Paul Renard, we developed an algorithm that accurately
located and aligned the two images and corrected for magnification differences.
Rotation errors were sufficiently small that no correction for them was required.  Our
technique did not require any auxiliary images, such as cross-hair images or zero-
delay corrections. The registration error of 1–2 pixels that was achieved corresponded
to a wavefront error of ~0.01 waves (P-V).

We also investigated various techniques that minimized the amount of edge
distortion introduced by the calculation. We tried various windowing techniques
and found that most reasonable windows produced about the same results.
However, the AMPLAB data was analyzed using a Von Hann  (a cosαx) window
[3.5.3].



3-71

3.5.3 AMPLAB measurement results

The prompt pump-induced wavefront measurements made in AMPLAB on
diamond, X, and 3-slab-long amplifier configurations form a self-consistent and
relatively complete set from which we were able to determine the prompt pump-
induced wavefront distortion of the interior slab. All measurements in this set were
taken in the third aperture from the top of the amplifier (i.e., the “C” aperture),
which was outfitted with LG-770 laser glass. The flashlamps were fired at an
explosion fraction of 0.20, the expected normal operating point for the NIF
flashlamps.  Three shots were taken for each condition.

Figures 3.68 and 3.69 show 3D representations of the phase distortion measured
on the diamond and X configurations, respectively. The results have been averaged
over three shots and normalized on a per-slab-pass basis. Fitting the data to a sixth-
order polynomial removed high-frequency structure believed to be noise from
optical defects, without removing important phase information.

Figure 3.70 shows the phase distortion for the interior slab, φi, which was inferred
from the data using the formula

     (3.7)

where φ d , φx , and φ3 are the prompt pump-induced wavefront distortion (phase)
measured on the diamond, X, and 3-slab-long configurations, respectively.
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Figure 3.68.  Measured phase distortion (and 6th order polynomial fit) for diamond
configuration (per slab/per pass).
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Figure 3.69. Measured phase distortion (and 6th order polynomial fit) for X configuration
(per slab/per pass).

The data show the expected general pattern produced by slab warping, with the
phase retarded near the sides of the aperture relative to the middle, and with phase
gradients larger in the horizontal direction than the vertical direction.  Edge
distortion, caused by the thermal expansion of the edge claddings as they absorb
flashlamp light and ASE, is not evident in the data.  Table 3.8 summarizes the
results of these measurements, showing the P-V value (for the sixth-order
polynomial fits) and the rms gradient for the diamond, X, and interior slab
configurations.

Table 3.8.  Measured results summary

Configuration P-V distortion
(waves/slab/pass)

Aperture-averaged rms
gradient  (nm/cm)

Data files

Diamond .22 ± .01 12.4 0508C2/D2, 0508C4/D4,
0508C6/D6

X .29 ± .01 14.6 0507C2/D2, 0507C4/D4,
0507C6/D6

Interior .18 ± .02 7.9 0505C2/D2, 0506C2/D2,
0506C4/D4 (3-slab-long
data)

      Measurements made at an explosion fraction of 0.23 were not statistically
different from those made at an explosion fraction of 0.20. These data exhibited an
elevated level of background interference and were not formally included in the
analysis set.

Additional measurements taken with the amplifier in the two-slab-wide X
configuration showed wavefront distortion similar to the one-slab-wide X
configuration. Differences in the distortions were small but statistically significant
and presented themselves as saddle-shaped functions whose magnitude was twice
that of the estimated experimental error.
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Figure 3.70.  Measured phase distortion (and 6th order polynomial fit) for interior
configuration (per slab/per basis). Interior slab “measurement” was inferred from
3-log, diamond, and X measurements using Eq. 3.7.

3.5.4 Pump-induced wavefront distortion model

This section describes the model we currently use to calculate prompt pump-
induced wavefront distortion of flashlamp-pumped, Brewster-angle slab amplifiers.

Overview

To calculate the wavefront distortion produced by flashlamp pumping processes,
we used a suite of computer codes:  Ampmodel [3.5.5], a 2D ray-trace code used to
calculate the distribution of flashlamp pump light over the faces of the laser slabs;
TOPAZ3D [3.5.6],  to calculate the temperature distribution within the laser slab from
pump distributions generated by Ampmodel; NIKE3D [3.5.7], to calculate the
displacements and stresses from the temperature field given by TOPAZ3D; and OPL
[3.5.8], which calculates the OPDs given the results from NIKE3D.  The codes
NIKE3D and TOPAZ3D are 3-dimensional finite-element analysis codes that have
been in use at LLNL for over ten years.  The optics code OPL is an in-house code
based on the BREW code developed by Said Doss and Robert Gelinas.

Temperature calculations

We used a semi-empirical approach to calculate slab temperature rise, in which
the thermal power density (in units of W/cm3) is approximated with the calculated
local Nd-pumping rate multiplied by a scaling factor.  The scaling factor was
adjusted to give the best agreement between predicted and measured prompt pump-
induced wavefront distributions. This “scaling” approach empirically handles
several effects that could significantly affect the distribution of thermal power:
depumping by amplified spontaneous emission, redistribution of energy by
emission and reabsorption of 880-nm fluorescence, absorption of ultraviolet and
infrared radiation emitted by the flashlamps, and possible absorption of flashlamp
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light by excited Nd ions. Further, the Nd pumping-rate calculation did not expressly
account for blue-shifting of the flashlamp emission as flashlamp electrical input
power is increased. Thus, our method tends to underestimate wavefront distortion
as flashlamp explosion fraction is increased, or as flashlamp pulselength is
decreased.

Appendix A provides a more detailed description of our method for calculating
slab temperature rise.

Determination of displacements and stresses

The results of the slab temperature calculations were used in the code NIKE3D to
calculate the resulting displacements and stresses.  The displacements were small,
on the order of 1µm and well within the linear elastic regime. Further, the
temperature rise of the slab was only of order one degree Celsius.  Therefore, we
used a thermoelastic model with room temperature values for Poisson’s Ratio,
Young’s Modulus, and the thermal expansion coefficient [3.5.9, 3.5.10].

Another important input to the NIKE3D code calculations was the boundary
conditions. In the NIF prototype and production amplifiers, slabs rest on corrugated
metal strips called Marcel springs. To simulate contact between the slab and the
Marcel spring, the bottom nodes of the slab were merged to the top nodes of a strip
of metal one element (2.5 mm) thick, while the bottom nodes of the metal strip
were held fixed. The sides and top of the slab were allowed to move freely.

NIKE3D calculated the displacements and stresses as a function of time during
the course of the pump pulse.  Typically, the code was run only up to the time of
peak gain, which is the time the probe beam was propagated through the prototype
amplifier for most wavefront measurements.

Determination of optical path differences (OPDs)

To calculate the optical path length L for rays passing through the slab, we used
the code OPL, which integrated the equation

L =  ∫ n(x,y,z) ds,      
(3.8)

where n is the spatially varying refractive index and s is the distance along the
ray path.  There are two main sources of OPDs: (1) variations in path length caused
by mechanical motion of the slab and (2) variations in path length caused by
refractive index changes.
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The variations in path length caused by slab mechanical motion were estimated
from the spatially varying displacements calculated in NIKE3D. Specifically, points x,
y, and z on the slab were translated according to the rules

x → x + u(x,y,z,t),

y → y + v(x,y,z,t),      
(3.9)

z → z + w(x,y,z,t),

where u, v, and w were the displacements calculated with NIKE3D.

Two effects were taken into account to calculate the spatially varying refractive
index: (1) the variation of refractive index with temperature and
(2) the variation of refractive index with stress (stress-optic effect), i.e.,

     n(x,y,z) = n0 + (dn/dT)∆T(x,y,z) + (dn/dσ)∆σ(x,y,z),      
(3.10)

where we have symbolically written the change in refractive index due to stress
as  (dn/dσ), and ∆T and ∆σ are functions of time.

The sequence of events in calculating the OPD is as follows.  The OPL code
reads in the finite-element geometry from the NIKE3D output (plot) file.  Each
hexahedron finite element in the mesh is then broken up into six four-node
tetrahedra.  After OPL generates a connectivity matrix for these tetrahedra, Eq. (5.4) is
used to calculate the refractive index at each node in the mesh.  The refractive index
is linearized within each tetrahedron according to

n(x,y,z) = a + bx + cy + dz .  
(3.11)

The four unknowns in Eq. (5.5) are uniquely determined by the values of the
refractive index at the four nodes of a given tetrahedron.  With the refractive index
linearized as in Eq. (5.5), we can then analytically solve the Eikonal equation [3.5.11]
for the ray path within a tetrahedron

(3.12)
where s is the distance along the ray path, and r is the position vector of the ray.

The connectivity matrix is used to determine which tetrahedra the ray enters and
consequently the nodes at which the refractive index needs to be evaluated to
calculate the unknowns in Eq. (3.11).  We then track the ray as it propagates through
the tetrahedra along the ray path, summing the optical path length as the ray
propagates.
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In addition to calculating the optical path length, we can also calculate the
depolarization a ray experiences as it propagates through the slab.  We do this by
calculating the Jones matrix [3.5.12] for each tetrahedron, which is assumed to act as
a linear retarder.  The final amount of retardation (and hence depolarization) is
given by the product of all the individual Jones matrices for a given ray path.

Example: AMPLAB diamond configuration

Figure 3.71a shows the calculated OPD for the NIF prototype amplifier in the
diamond configuration, while Figures 3.71b, 3.71c, and 3.71d show the individual
contributions from mechanical deformation, refractive index variations due to
temperature variations, and refractive index variations due to stress, respectively.
Comparison of Figure 3.71a with Figure 3.71b shows that mechanical deformation
accounts for nearly all the calculated wavefront distortion. Figures 3.71c and 3.71d
confirm that refractive index variations due to temperature and stress are relatively
minor contributors to the overall OPD.

Figure 3.72 shows the P to S depolarization (on a per-slab basis) for the AMPLAB
diamond configuration. As expected, the greatest amount of depolarization occurs
in the corners, where the two pieces of edge cladding meet; it is there where the
greatest amount of stress occurs.  Note the similarity of the stress distribution in
Figure 3.71d and depolarization distribution in Figure 3.72. The overall
depolarization is small, well within its specification of less than 0.05% averaged
over the aperture.

 (a) (b)
Figure 3.71 (a) and (b). OPD calculated for the AMPLAB diamond configuration,
fx = 0.2: (a) all effects, (b) displacement effects only.
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(c) (d)

Figure 3.71 (cont.). OPD calculated for the AMPLAB diamond configuration, fx = 0.2: (c)
dn/dT effects only and (d) stress effects only.

Figure 3.72 Depolarization calculated for the AMPLAB diamond configuration,
fx = 0.2.
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Error analysis

In this section, we will estimate the error in our calculation of the OPD due to
uncertainty in the flashlamp light distribution.  For the amplifier conditions
considered in this report, the dominant contribution to the OPD is the mechanical
deformation of the laser slab (cf. Figures 3.71a and 3.71b).  Consequently, we have
analyzed the uncertainties associated with mechanical motion.

For simplicity, assume the laser slab is a simply supported thin plate, with the
thin dimension along the z-axis.  We will neglect any time dependence in this
analysis.  It may be shown that the equation for w, the displacement in the z
direction, is given by

(3.13)
where the thermal moment, defined as

(3.14)

is the source function for the displacement [3.5.13].  In Eqs. 3.13 and 3.14, ν is
Poisson’s Ratio, α  is the thermal expansion coefficient, E is Young’s modulus, and h
is the slab thickness.

Since little thermal diffusion occurs during the pump pulse, the driving term
T(x,y,z) in Eq. 3.14 was approximated during the same spatial distribution as the Nd
pumping rate as described above. Therefore, the thermal moment MT is
proportional to the difference in Nd-pumping rate from one side of the laser slab to
the other.  Consequently, small uncertainties in the values of the Nd-pumping rate
on the two sides can lead to large uncertainties in the calculated values for thermal
moment, deformation, and wavefront distortion.

To estimate the error caused by uncertainties in the pump profile, we make use
of the fact that the phase front is proportional to the gradient of the displacement.
From Eq. (3.13), we see that this quantity is simply the integral of the thermal
moment, given by Eq. (3.14). If we assume that the pump profiles can vary by +-5%,
it can  be shown that the variation in the P-V value for the phase front can be as
much as +-25%. Additional uncertainty arises from physics that is missing from the
model, including ASE decay, fluorescence redistribution, ultraviolet and infrared
absorption, and flashlamp spectral shifts as noted earlier.

   
∇ ( ) = −

( )
−







2

1
w x y

M x yT,
,

v

M x y E z h T x y z dzT
h

, , ,( ) = −( ) ( )∫α 2
0



3-79

3.5.5 Comparison of model predictions with AMPLAB measurements

This section presents for comparison both model predictions with wavefront
measurements made on the NIF prototype amplifier in AMPLAB. Unless noted
otherwise, the AMPLAB measurements were performed in the third aperture from
the top (the “C” aperture) with the flashlamps fired at an explosion fraction of 0.2.
Also, all model predictions were made using the same value of the parameter A,
used to scale the thermal power density.

Figures 3.73–3.75 show 3D plots of the predicted and measured wavefronts for
the diamond, X, and interior slabs respectively. The predicted wavefronts have
nearly the same shapes as the measured wavefronts, which were fit to sixth-order
polynomials as described above. A 3D plot of the differences between the measured
and calculated wavefronts are shown in Figures 3.76 and 3.77 for the diamond and X
configurations respectively. The rms aperture-averaged difference is .012 waves for
the diamond configuration and .021 waves for the X configuration, less than 8% of
the P-V value in the aperture.
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Figure 3.73. Measured (left) and calculated (right) wavefront for the AMPLAB diamond
configuration.
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Figure 3.74.  Measured (left) and calculated (right) wavefront for the AMPLAB X
configuration.
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Horizontal and vertical line-outs allow differences between predictions and
measurements to be seen more readily than in 3D plots. Figures 3.78 (a), (b), (c), and
(d) show predicted and measured phase fronts vs horizontal position for the
diamond, X, 3-slab-long, and interior configurations, respectively.  In Figure 3.79 (a),
(b), and (c), we show the results for the predicted and measured phase fronts vs
vertical position for the diamond, X, and interior configurations respectively. In all
four cases, the predictions agree with the measurements within the experimental
error, which was estimated from the aperture-averaged rms variation evaluated
over three shots.  A summary of the measured and calculated results is shown in
Table 3.9.

Table 3.9.  AMPLAB Measured/Calculated Summary

Configuration Measured P-V
wavefront distortion
(waves/slab/pass)

Calculated P-V wavefront
distortion     (for <LG-770)

(waves/slab/pass)

Diamond .22 ± .03 .21 ± .03
X .29 ± .03 .27 ± .04
Interior .18 ± .03 .16 ± .02
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Figure 3.78. Measured and calculated wavefront, horizontal component—AMPLAB: (a)
diamond configuration, (b) X configuration.  Error bar shows typical error for measurement.
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Figure 3.78 (cont.). Measured and calculated wavefront, horizontal component— AMPLAB:
(c) 3-slab-long configuration, and (d) interior configuration—interpolated from 3-long,
diamond, and X results.
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Figure 3.79. Measured and calculated wavefront vs vertical position—AMPLAB (a)
diamond configuration and (b) X configuration. Line-outs taken at horizontal midplane.
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Figure 3.79 (cont.). Measured can calculated wavefront vs vertical position—AMPLAB (c)
interior configuration. Line-outs taken at horizontal midplane.

We also compared the model predictions with wavefront measurements made
at various times (100, 200, 300, and 500 µs) after the time of peak gain. See Figures
3.80 (a)–(e). This series of graphs shows the growth of wavefront distortion as the
slabs continue to expand and distort after the flashlamp pulse.  The wavefront
distortion (P-V) was about three times greater 500 µs after peak gain than at peak
gain.  The shape change reflects the fact that several vibrational modes with
different fundamental frequencies were excited.

The model predictions are in good agreement with the measurements over the
entire time studied.
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Figure 3.80. Measured and calculated wavefront versus horizontal for the AMPLAB,
diamond configuration: measurements taken at (a) t = tpeak gain , (b) t = tpeak gain + 0.1 ms, and
(c) t = tpeak gain + 0.1 ms and (d) t = tpeak gain + 0.2 ms.
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Figure 3.80 (cont.). Measured and calculated wavefront vs. horizontal position for the
AMPLAB diamond configuration: measurements taken at (d) ) t = tpeak gain + 0.3 ms and (e) t
= tpeak gain + 0.5 ms.

3.5.6 Comparison of model predictions with Beamlet measurements

Wegner et al. used a full-aperture radial shear interferometer to measure prompt
pump-induced wavefront distortion produced by the entire Beamlet multipassed
chain [3.5.15].  Figures 3.81 and 3.82 show horizontal and vertical line-outs,
respectively, for the predicted and measured phase. The modeling took into account
the Beamlet amplifier reflector shapes, numbers of flashlamps, flashlamp bore
diameter, flashlamp pulselength (except for blue-shifting, as described above), and
laser-glass proportion. The source-term scaling factor “A” (see Appendix A) used for
the Beamlet predictions was set at the same value used for AMPLAB modeling. The
P-V magnitude of the predicted wavefront is consistent with the measured
wavefront when the estimated ±0.1-wave experimental uncertainty is taken into
account. It is noteworthy that the AMPLAB and Beamlet data can be modeled using
the same scaling factor, offering greater confidence in its magnitude.  However, it is
perplexing why the predicted and measured wavefronts have significant differences
for Beamlet, while there are such small differences for AMPLAB.  Errors in the
predicted pump profiles could account for a large fraction of the discrepancy.
Another notion is that measurements were affected by surface distortions induced
by flashlamp light.
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Figure 3.81.  Measured and calculated Beamlet system wavefront—horizontal component.
Calculated values use an AMPLAB-based source-term scaling factor.
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Figure 3.82.  Measured and calculated Beamlet system wavefront—vertical component.
Calculated values use a source-term scaling factor based on AMPLAB measurements.
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3.5.7 Predictions for NIF

With the model calibrated to the AMPLAB measurements, we predicted the
prompt pump-induced wavefront distortion for a NIF laser beam.  We ran our
models for both LHG-8 and LG-770 laser glass using NIF baseline flashlamp energy,
flashlamp pulselength, and reflector geometries. The difference in performance
between the two glasses is small: a system composed entirely of LG-770 would have
a P-V wavefront distortion about 10% greater than a system composed entirely of
LHG-8.  This difference is due to the different material constants between LHG-8 and
LG-770 [3.5.10].

Figures 3.83 (a) and (b) show the predicted wavefront distortion for the
diamond and X configuration, respectively.  The results shown are on a per
slab/pass basis.  In Figures 3.84 (a) and (b), we show the results for the interior
configuration and for the entire system (50/50 mix of LHG-8 and LG-770 laser
glasses).  The system wavefront was calculated for the 11-0-5 (baseline) configuration
taking into account the image flip in going from the booster amplifiers to the cavity
amplifiers.

(a) (b)

Figure 3.83.  NIF wavefront predictions at fx = 0.2 for LG-770, for laser glass: (a) diamond
configuration and (b) X configuration.
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(a) (b)

Figure 3.84.  NIF wavefront predictions at fx = 0.2, (a) interior configuration (LG-770 laser
glass) and (b) system (50/50 LHG-8/LG-770 laser glass).

In Figures 3.85 and 3.86, we show the predicted wavefront vs horizontal
position at the vertical midplane, corresponding to the results shown in Figures 3.83
and 3.84.  For comparison, the calculated AMPLAB results are plotted as well.  The
wavefronts are similar in P-V, but there are slight differences in shape, especially
near the side array (on the left side of the plot in the figure).  These differences can
be traced to the differences in pump cavity design between the NIF and AMPLAB.
Figures 3.87 AND 3.88 show a plan view of the pump cavity for AMPLAB and the
NIF respectively.  As indicated on Figure 3.88, the central and side flashlamp arrays
for the NIF are displaced by 1 cm in the direction parallel to the beam.  Further, the
target points (indicated by lines emanating from the flashlamps) are different for the
NIF geometry, especially for the central array.   These differences result in different
reflector shapes and consequently slightly different pump profiles (see Figure 3.89).
Figure 3.90 shows the predicted wavefront vs vertical position at the horizontal
midplane.  The wavefront is slightly asymmetric about the midplane due to the fact
that the slab sets on one of its faces and consequently not all surfaces are free.  This
effect was noticed in the Beamlet results [cf. Figure 3.82] and was taken into account
in our model by adjusting the boundary conditions, as described above.  The
wavefront distortion is approximately 6.0 waves for the horizontal lineout and 1.0
waves for the vertical line-out, not taking into account vignetting and beam size.
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glasses:  (a) diamond configuration and (b) X configuration. Also shown for comparison are
the AMPLAB calculations.
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Figure 3.86. NIF wavefront predictions, horizontal line-out at vertical midplane:  (a) interior
configuration with AMPLAB calculations for comparison and (b) system (50/50 LHG-8/LG-
770 laser glass).
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Figure 3.87. Plan view of AMPLAB pump cavity. Lines indicate target points on slab from a
given lamp.

Figure 3.88.  Plan view of the NIF pump cavity. Lines indicate target points on slab from a
given lamp.
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Figure 3.89. Calculated flashlamp pump-light distributions for interior slabs (a) NIF
prototype amplifier tested in AMPLAB and (b) NIF baseline design.
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Figure 3.90. NIF wavefront predictions, vertical line-out at horizontal midplane for two laser glasses:
(a) diamond configuration; (b) X configuration; (c) interior slab; and (d) NIF laser chain.
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We used PROP92 to sum the distortion of the slabs in a NIF beamline while
taking into account the change in the position of the beam in the aperture from pass
to pass. The results of this calculation in Figures 3.91 (a)–(d) show, respectively, a
surface plot of the system wavefront distortion, the corresponding contour plot, and
horizontal and vertical line-outs [3.5.20].  Over the 35.6 cm × 35.6 cm beam area
defined by the half-intensity points, the wavefront distortion is 5.5 waves P-V. We
estimate the uncertainty in this prediction for NIF to be ±1.0 waves, or ±20%. This
error estimate represents the sum (in quadrature) of the two most significant
sources of error: the ± 12% uncertainty in measured wavefront distortion of interior
slabs in AMPLAB, and an additional ±15% uncertainty in the model extrapolation
from AMPLAB to the NIF.
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Figure 3.91. Predicted prompt wavefront distortions for the NIF beamline with 50/50 mix of
LHG-8 and LG-770:  (a) surface plot, (b) contour plot, (c) horizontal line-out at vertical
midplane, and (d) vertical line-out at horizontal midplane.

The calculations presented above were for the topmost slab in a column of four.
To investigate the effects of slab loading, we performed a calculation for the lowest
slab in a column of four.  In this case, the top surface of the slab is loaded by the
weight of the other three slabs.  The results of this calculation are shown in Figure
3.92 (a), which shows the static wavefront distortion contribution. The additional
distortion caused by the weight of the other slabs is negligible and results in
essentially a wedge of at most .006 waves.  Figure 3.92 (b) shows the additional
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depolarization as a result of the loading, which was less than .00015% at every point
in the aperture.  The above calculations were performed for the case of a uniformly
distributed load.  If the load is not uniformly distributed, i.e., there is point loading
or loading over a small area, then significantly more wavefront distortion and
depolarization can occur.

(a) (b)
Figure 3.92 (a) and (b). Effects of a static, uniformly distributed three-slab load (a)
wavefront and (b) depolarization.

Compliance with NIF amplifier optical performance requirements

As presently written, the optical performance requirements for the NIF
amplifiers are as shown in Table 3.10.

Table 3.10.  Optical performance requirments for the NIF amplifiers.

∆ OPD across aperture - waves/slab/pass Frequency bin

< 0.025 0.0 - 0.5 cycles
< 0.05 0.5 - 1.5 cycles

< 0.0125 1.5 - 12 cycles

To see if we meet the NIF requirements, we did a simple two-term Fourier
decomposition of the horizontal wavefront component shown in Figure 3.89.  If one
writes

                  
 ϕ  = an sin ωn xΣ

n = 1
2

+ bn cos Ωn xΣ
n = 1

2
(3.15)

then the values for the various constants are as shown in Table 3.11.
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Table 3.11.  Values for constants in Eq. (3.15).

n an

(waves/slab
/pass)

bn

(waves/slab
/pass)

ωn Ω n # of cycles
across

aperture
for ωn

# of cycles
across

aperture
for Ωn

1 .05 .054 .244 .161 1.5 1.0
2 .0013 .008 .584 .36 3.7 2.3

We see that the n = 1 component contains frequencies that fall into the 0.5–1.5
cycle bin.  The total contribution to the wavefront from this region is .104
waves/slab/pass, roughly twice the specification.  In the frequency range 1.5–12
cycles, the total contribution to the wavefront is .0093 waves/slab/pass, within the
specification of .0125 waves/slab/pass.

3.5.8 Summary and conclusions for prompt pump-induced wavefront distortion

We have presented the results of detailed analysis and modeling of the
AMPLAB data.  We have concentrated on the C aperture (LG-770 laser glass) at an
explosion fraction of 0.2, when the slab data is available. Table 3.11 above
summarizes our analysis of the AMPLAB data.

We have also presented a description of our prompt pump-induced
wavefront model.  We have found that the model, to within a scaling factor,
accurately matches the shape of the phase error measured in AMPLAB in all
configurations and at various selected times ranging from the time of peak gain to
0.5 ms after peak gain. We predict that each NIF beamline will have 5.5 ± 1.0 waves
(P-V) of low-order wavefront distortion, with about five times greater phase
variation in the horizontal direction than in the vertical direction.
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3.6  Thermal Recovery Measurements and Modeling

Characterization of thermal recovery of the NIF amplifiers has involved detailed
numerical modeling and AMPLAB experiments. All efforts were geared toward
ensuring that the NIF amplifiers would achieve thermal recovery within seven hours,
and have the potential for a three-hour recovery required to meet the desired increased
shot-rate condition. In the sections of this chapter, the NIF thermal recovery
mechanisms and requirements are reviewed, the numerical models and experiments are
described, and the projection of NIF optical performance is presented.

3.6.1  Thermal recovery mechanisms and requirements

In the NIF, the principal mechanism for extracting waste heat from the laser slabs is
convective cooling in the flashlamp cassettes. Gas flow at ambient temperature and
pressure is used to extract the waste heat from the flashlamps and blastshields, thereby
creating a cold barrier to radiatively extract the slab waste heat. The flashlamp cassette
flow arrangement is shown in Figure 3.93, which depicts the down-up flow geometry.
Gas injected at the tops of alternating cassettes flows down the flashlamps.  After
flowing across to the neighboring cassettes, the gas flows upward over a second set of
flashlamps and is exhausted through the top. The NIF baseline flow rate is 20-cfm local
flow rate per lamp, as documented in Ref. 3.6.1. Since the gas is effectively double
passed in the down-up geometry, the NIF cooling requirement is 10 cfm per actual
lamp.

Figure 3.93.  Depiction of the cooling flow arrangement in the NIF flashlamp cassettes. The
supply and exhaust ports alternate, so that the gas is “double-passed” through the cassettes.

Historically we have grouped optical distortions into two categories: (1) distortions
in the laser slabs due to temperature gradients, and (2) distortions in the gas columns
within and neighboring the amplifier that are due to temperature-difference-driven
convection currents. The recovery requirements for each category are as follows:

supply supplyexhaust
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Gas column
distortions: The NIF design requirement is that the added beam divergence due

to thermal-recovery-driven convection currents shall not exceed
5 µrad at the end of the recovery period.

Slab distortions: The thermal-gradient-driven optical distortion in the slabs shall not
exceed 0.04 waves/slab/pass (P-V) at the end of the recovery
period. For this coherently additive distortion, this translates to 2.2
waves for the 54 “effective” slabs in the multipass NIF
architecture.

For the NIF baseline shot rate of one shot every eight hours, the requirement is that these
optical distortion limits be achieved within seven hours after the start of recovery. For the
accelerated shot rate of one shot every four hours, the thermal recovery constraint is reduced to
three hours. Both time limits are predicated on allowing one hour for final alignment where the
cooling system is turned off to eliminate flow-induced vibration disturbances.

3.6.2  Numerical models

Two thermal models have been developed to characterize the thermal and optical
behavior of the AMPLAB prototype amplifier module and the NIF amplifiers. Below is
a detailed description of each of the model sets.

Lumped-mass thermal model

The lumped mass model treats the amplifier as a set of discrete entities, as described
in Figure 3.94. The main entities are laser slabs, central cassette blastshield, side cassette
blastshield, central cassette flashlamps, side cassette flashlamps, and flashlamp cassette
reflectors. Radiative heat transfer is the only allowed mechanism for removing the slab
waste heat. This model, which is described in Ref. 3.6.1, treats each of the entities as a
lumped mass, with analytically prescribed radiation exchange factors and analytically
prescribed forced convection heat transfer coefficients dictating the heat transfer
processes in the flashlamp cassettes. The purpose of this model is to describe the overall
global temperature behavior of the system, primarily as a check on the detailed three-
dimensional model described in the next section. Since the entities represent lumped
masses, this model is incapable of characterizing the temperature distribution within an
entity. A characterization of the energy exchange processes incorporated into this model
is given in Figure 3.95. In instances where the slab is adjacent to a “downstream”
flashlamp cassette, upstream cassette effects are included by incorporating the thermal
mass and energy of the lamps, blastshields, and reflectors of the upstream cassette. In
this manner, we account for the heating of the gas in an upstream cassette prior to
reaching the cassette of interest.
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Figure 3.94.  The major amplifier elements applied in the lumped-mass model. Each entity
represents the lumping of the masses of all amplifier elements in that category.
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Figure 3.95.  An entity and energy flow diagram for the lumped mass model. Note that the
effect of the upstream elements on the cooling fluid is included in detail.

Three-dimensional thermo/mechanical/optical model

This model actually consists of a sequence of four (4) computer codes [3.6.2, 3.6.3,
3.6.4, and 3.6.5].  This model includes details of the amplifier geometry, including
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reflector shapes, discrete flashlamps, slab holder frame, and the slab masks.
Additionally, details of the slab, including the edge cladding, are incorporated into the
model.

The first step in the calculation sequence is the evaluation of the radiation exchange
factors, using a Monte-Carlo algorithm [3.6.2].  The finite-element mesh generated for
the heat transfer calculation is used in this calculation. Then the temperature
distribution in the system for the entire recovery cycle duration is calculated, using a
finite-element heat transfer computer program [3.6.3].  The heat transfer calculation
starts with specified temperatures, based at this time on experimental data. The
temperature distribution is then used as input to a finite-element mechanics calculation
to evaluate deformation and stress in the laser slabs [3.6.4].  The final step in the
calculation sequence is to use the calculated temperature, deformation, and stress
distributions in a ray-trace algorithm to evaluate the optical path length (OPL)
variations across the aperture [3.6.5].   The effects of dn/dT, displacement, and stress
are included in the OPL evaluation.

As noted above, in this model sequence the radiation exchange factors are evaluated
in detail. Because this model does not contain details of the fluid transport processes in
the flashlamp cassettes, analytically derived heat transfer coefficients are prescribed for
each surface in contact with the flashlamp cooling fluid. This model provides details of
the temperature, displacement and stress distributions within the slab as well as
temperature distributions on all other entities in the system. The only constraints on
spatial fidelity are memory limitations placed by the computer platforms. Additional
details of this model are provided in Ref. 3.6.6.

Model geometry variations

There are a number of geometry and optical element differences between NIF
and AMPLAB that required incorporation into the models. These are depicted in
Figure 3.96. In AMPLAB the thermal cassette was a combination of 34-mm- and 40-
mm-thick slabs, whereas for both the optical side of AMPLAB and the NIF, the slab
thickness was 40 mm. Additionally, the side cassette reflector on the thermal side of
AMPLAB was flat, while all other side cassette reflectors (both AMPLAB and NIF)
used the “involute” shape.

In AMPLAB, the optical and thermal measurements were made in a 2-slab-long
configuration. Thus, all slabs in this case are end slabs. That is, they are all exposed to
the beamtubes. In the NIF, however, the main amplifier has nine interior slabs, and the
power amplifer has three interior slabs. To accommodate this geometry variation in the
model, as shown in Figure 3.96b, radiation surface properties were varied. For interior
slabs, both end planes were treated as symmetry boundaries (perfect reflectors). For end
slab conditions, one end plane was treated as a “black” surface to simulate the effect of
the adjacent long beamtube.
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Slabs: 4 @  40 mm thick
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            2 @ 34 mm thick
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Figure 3.96.  Depiction of geometry and boundary condition differences used in the model calcu-
lations. (a) geometry differences between “optical” and “thermal” sides of AMPLAB and (b)
boundary conditions applied to the end planes to simulate interior and end slabs of the amplifier.

3.6.3  AMPLAB temperature measurements

A key aspect in characterizing NIF amplifier thermal recovery was the
instrumentation of AMPLAB to measure temperatures in the amplifier cavity. AMPLAB
is a facility designed to test the optical and thermal performance of the NIF amplifiers.
It consists of a NIF-like, two-slab-wide configuration, but is only two slabs long in the
optical propagation direction. The four slabs in each cassette are labeled A, B, C, and D
from the top. In one slab cassette, in what is termed the thermal measurement side (see
Figure 3.97a) three slabs were instrumented with temperature measuring devices (A, C,
and D, as shown in Figure 3.97b).  The associated side cassette blastshield and a side
cassette flashlamp were similarly instrumented.

(a)

(b)
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Figure 3.97.  Schematics of the instrumented AMPLAB slab cassette. One slab unit was
instrumented with thermocouples to measure temperatures in the slabs during the thermal
recovery cycle.  (a)  plan-view schematic of the AMPLAB experimental configuration.  (b)
slab position nomenclature , and slab thickness in the instrumented cassette.

A total of 59 type-E thermocouples and one fiber-optic probe were placed in the
slabs. Typical locations of the thermocouples and fiber probe are shown in Figure 3.98a.
The thermocouples were placed in 1-mm diameter holes drilled through the slab, with
the junction at the mid-thickness of the slab (see Figure 3.98b). The fiber probe was
placed in a blind hole drilled halfway through the slab. Four thermocouples were in
contact with the flashlamp side of the blastshield, and four thermocouples and one fiber
probe were in contact with one side cassette flashlamp. Thermocouples were selected
(over thermisters) since they do not provide an added heat source that could alter the
temperature reading in the low thermal conductivity glass slabs. It was estimated that
the thermocouple uncertainty was less than ±0.05oC. This instrumented cassette
contained a combination of 34-mm-thick and 40-mm-thick slabs. All other slabs in the
facility were 40 mm thick, which is the NIF thickness specification.

Thermocouple locations

Fiber probe position
on slab “C”

Thermocouple
junction

(a) (b)

Figure 3.98.  Details of thermocouple placement in the slabs of the instrumented cassette. (a)
Typical locations of the thermocouples in slabs “A”, “B”, and “C”, and (b) depiction of the
thermocouple location in the through-hole.
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Because of large electrical currents in the flashlamps, the thermocouples were
disconnected from the data acquisition system during the flashlamp firing. The
thermocouples were reconnected from 3 to 5 minutes after the flashlamp firing, which
allowed sufficient time to assess the integrity of the lamps. This also corresponded to
the time when the flashlamp cooling system was turned on. This delay in activation of
the cooling system is similar to that projected for the NIF.

The starting temperatures for the thermal recovery model calculations were taken
directly from AMPLAB measurements. Figure 3.99 shows fiber probe measurements of
the slab temperature for three successive firings of the flashlamps. For these shots, the
amplifier was in the diamond configuration.  With each firing of the lamps, the probe
tip was preferentially heated. This over-driving of the probe temperature required
about six minutes to decay out. The approach for extrapolating back to shot time to
correct for the prompt probe heating is shown in Figure 3.99. In this instance, the slab
temperature rise was nominally 0.65oC. A similar approach was used to obtain starting
temperatures for the flashlamps and blastshields. In the case of the flashlamps,
however, this projection approach is less accurate because of the large radiative losses
that occur due to the high lamp temperature.

Figure 3.99.  Slab temperature rise as measured by the fiber probe, over three successive
shots. Also shown is the projection of the temperature back to shot time to correct for the
prompt heating of the probe. Flashlamp cooling was absent in these tests.  The amplifier was
in the diamond configuration.

Table 3.12 summarizes the starting temperature conditions applied in both the
lumped-mass model and the three-dimensional model, where flashlamp, edge cladding,
blastshield, and slab temperatures are given for AMPLAB slabs and NIF end and
interior slabs. Several key features are noted. The first feature is the starting
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temperature differences for the AMPLAB 34-mm- and 40-mm-thick slabs. It was
determined that simple thickness scaling was appropriate since the slabs are optically
thick to the flashlamp light. That is to say, the temperature difference between the
34-mm- and 40-mm-thick slabs was 15% (40 mm/34 mm). Additionally, the interior slab
temperature was 11% greater than the end slabs due to pumping differences. Finally,
the flashlamps in the AMPLAB thermal side cassette were judged to be 4oC hotter than
the flashlamps in the optical side cassette because of differences in the reflector designs.

Table 3.12.  Initial temperature conditions used in the AMPLAB and NIF thermal recovery
calculations.

Figure 3.100 gives representative temperature distributions across the “A” and “D”
apertures for a shot at 20% flashlamp explosion fraction followed by forced gas cooling
of the flashlamps with ambient-temperature air.  Several key observations are:

1. Recovery is clearly evident through the reduction in temperature during the first
eight hours after the shot.

2. Strong coupling between the edge cladding and the slab masks is evidenced by
the rapid reduction in temperatures at the edges of the slab. Note that the initial
edge-cladding average temperature rise on the vertical edge cladding elements
was roughly 3oC.

3. An asymmetry is evident in both slabs, but more prominently in slab “D”. In
both figures, the right edge of the aperture is nearest the central cassette, which
was more aggressively cooled than the side cassette. This likely accounts for the
asymmetry.

4. The residual temperature after 10 hours is indicative of a slightly warmer than
ambient flashlamp cooling gas. In this particular experiment, a chiller was used
to establish the cooling gas temperature, thus providing the potential for a slight
temperature offset.

Starting temperature rise (oC)

AMPLAB NIF end NIF
central

Side cassette flashlamps 15 15 15
Edge claddings
(horizontal / vertical)

1.2 / 3 1.2 / 3 1.3 / 3.3

Slabs 0.65 0.65 0.72
Central cassette flashlamps 15 15 15
Blastshields 2 2 2
Slabs 34 mm: 0.76

40 mm: 0.65
Edge claddings
(horizontal / vertical)

1.2 / 3
(40 mm case)

Side cassette flashlamps 19

NIF and
AMPLAB
“Optical”

AMPL
AB
“Thermal”
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Figure 3.100.  Experimentally measured temperature profiles across the long dimension of
the laser slab. All times are measured from shot time. Note that both slabs were 34 mm thick,
and the amplifier was in the diamond configuration. (a) Slab A temperature distributions
and (b) slab D temperature distributions.

3.6.4 Comparison of AMPLAB temperature measurements with model predictions
Since the flashlamps are the hottest element in the amplifier, and thus represent the

dominant source of residual heat that could be transported to the laser slabs, it is
important that the convection coefficient values applied to the flashlamps be correct. In
the AMPLAB tests, the temperature of a side cassette flashlamp was measured using
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both thermocouples and a fiber probe. Figure 3.101 gives the comparison of model
predictions to the measured temperatures. There is excellent agreement between the
two experimental measurements, thus giving high confidence in the experimental
values. Because the thermocouples were disconnected during the flashlamp firing, the
first six minutes of thermocouple data were lost in this case. Also, because the fiber
probe was exposed to flashlamp light, it was overdriven and required several minutes
to equilibrate with the slab, again resulting in the loss of early time data. Because of this
early-time loss of data, the starting temperature for the flashlamps used in the
calculation was obtained from uncooled data using the projection approach discussed
earlier (see Figure 3.99). Returning once again to Figure 3.101, there is reasonably good
agreement between the measured temperature and the model prediction. At times less
than 0.6 hours, there is at most a 20% difference, with the model results being
conservative. These differences are likely due to slight discrepancies in the heat transfer
coefficient as well as to inaccuracies in upstream component effects on the cooling fluid.
However, this generally good agreement gives us confidence in the cooling parameters
associated with the cooling gas flow.

Figure 3.101.  Comparison of the calculated and measured flashlamp temperature for an
AMPLAB ambient cooled recovery case. Measured values using both thermocouples and the
fiber probe are shown.

Figures 3.102 and 3.103 address the issue of thermal contact at the slab edges.
This is particularly important since the measured edge cladding average starting
temperature was as large as 3oC, while the neighboring slab temperature is only
roughly 0.65oC. This edge effect was evidenced in the data of Figure 3.100. Without
proper removal of this waste heat from the edge cladding, this temperature difference
can greatly contribute to the overall slab distortions. Figure 3.102a depicts the geometry
near the edges of the slab, where the edge cladding is thermally coupled to the cassette
frame and mask structure by conduction through thin air gaps. Figure 3.102b shows the
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initial temperature distribution in the edge cladding and slab due to pumping and ASE
absorption, calculated using the absorption coefficient for 1.05-µm radiation. This
geometry and initial temperature condition were applied in two-dimensional heat
transfer [3.6.7] simulations to determine the appropriate value for the air-filled gap
thermal resistance. Results are presented in Figure 3.103, where the experimentally
measured edge cladding temperature is compared to numerical predictions for two
values of the air gap resistance. These results indicate that a gap conductance of 30
W/m2-K, which corresponds to a 1-mm-thick air gap, most closely matches the
experimental data. The higher conductance value corresponds to a 0.33-mm thick air
gap, and is clearly incorrect. It is important to note that from examination of the
assembly drawings of the thermal cassette components, the gap would be projected to
be from 0.5 to 1 mm thick, which is consistent with the thermal results.

Figure 3.102.  The geometry and edge cladding temperature profile used in the calculations to
quantify the air-filled gap thermal impedance.

Figure 3.103. Comparison of calculated and measured temperature at the mid-point of the
side edge cladding.
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Part of the purpose of developing two numerical models was for model
validation purposes. Figure 3.104 compares predicted average slab temperatures for
both interior and end slabs using the lumped-mass model and the full three-
dimensional thermal model. In this calculation set the starting slab temperature was
specified as 0.65oC above ambient for both slab types. Clearly there is excellent
agreement between the two vastly different models. This gives us good confidence in
the simple algebraic relationships that were used to specify the radiation exchange
factors in the lumped-mass model, as well as the confidence in the Monte-Carlo
calculations used to develop the exchange factors for the 3-D thermal model.

Figure 3.104. Comparison of slab average temperature obtained using the two numerical
models. Both interior and end slab conditions are given.

Figures 3.105 and 3.106 compare model results with experimentally measured slab
temperatures for two different cooling cycles. Figure 3.105 gives results for the ambient
cooled case for both the 34-mm- and 40-mm-thick slabs. In this instance, results from
the lumped-mass model are used since it properly accounts for the effect of upstream
cassette components. Clearly evident is the excellent agreement between model and
experiment after the first hour of recovery. Also evident, however, is as much as a 20%
difference seen in the early stages of the recovery process. This early-time disagreement
has not been resolved, with possible sources being incorrect values for the blastshield
starting temperature, incorrect blastshield and slab emissivities, or errors in the
experimental data. This discrepancy may be explored further in follow-on work.

An example of chilled-gas recovery is given in Figure 3.106. In this instance, the
cooling gas inlet temperature was reduced by 0.5oC for the first 2.6 hours of recovery,
followed by rewarming to ambient conditions. Figure 3.106b gives the comparison
between model and experimental results. Again the agreement is excellent except for
the first hour of recovery. Also shown on this figure is the corresponding ambient
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cooled model profile. It is seen that with a mere 0.5oC reduction in the cooling fluid
temperature, recovery is decreased by as much as two hours. This enhancement is due
to the nearly doubling of the radiation exchange temperature difference during much of
the recovery cycle. Because of this enhancement, chilled-gas cooling is a baseline feature
of the NIF design.

Figure 3.105.  Comparison of model predictions of the slab average temperature rise to
AMPLAB measured values. Results are given for both 34-mm-thick and 40-mm-thick slabs.

To allow use of uncooled AMPLAB data, the lumped-mass model was extended to
accommodate stagnant cooling conditions. Natural convection coupling of energy from
the flashlamps to the blastshield and reflectors was incorporated. Because of the
absence of parasitic side-wall losses in the thermal model, this model adjustment is
most accurate for end-slab geometries where radiation from the glass elements to the
beamtube structure is the primary system energy loss mechanism. Figure 3.107 gives a
comparison of model results to experimentally measured slab average temperatures for
the amplifier diamond configuration. The agreement is reasonably good during the
entire recovery cycle. Clearly evident, however, is stratification in the system due to the
buoyantly driven convection currents in the flashlamp and slab cavities. During the
early stages of recovery, there is a clear increase in temperature in going from the
bottom aperture (“D”) to the top aperture (“A”). This is likely to be primarily due to
stratification in the flashlamp cassettes, which leads to top-to-bottom variations in the
blastshield temperature.
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Figure 3.106.  Temperature recovery of the AMPLAB slabs using chilled cooling gas in the
flashlamp cassette.  (a) Temperature and flow velocity profiles used in the numerical
simulations of chilled gas cooling. This is the nominal profile used in the AMPLAB
experiment. (b) comparison of calculated and measured slab temperatures.

3.6.5  Laser slab wavefront recovery

Sample model results of the three-dimensional thermo/mechanical/optical
calculation suite are given in Figures 3.108 through 3.110. Figure 3.108 shows the
temperature distribution on one of the large faces of the laser slab, after 8 hours of
cooling with ambient temperature gas after a shot. The central iso-line is for a
temperature 0.1075oC above ambient. The iso-line increments are 0.0025oC. The hottest
temperatures are along the top and bottom edge claddings that are not as thermally
well heat-sunk as the side regions. The left-to-right temperature asymmetry is due to
the orientation of the slab with respect to the blastshields. One end of the face is more
closely coupled to the facing blastshield than the other end. The corresponding slab
distortion is shown in Figure 3.109. Because of cooling rate differences between the
central and side cassettes, the slab is warped into the shape shown. The final step in the
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sequence is the evaluation of the optical distortions. Figure 3.108 shows the tilt-
corrected phase distribution across the aperture. The tilt-corrected quantity is of interest
in this investigation since the thermal recovery criteria addressed in Section 3.6.1 relates
to deformable mirror limits, which are associated with non-tilt components of the total
wavefront error. Note that the optical distortion is low order, thus amenable to
deformable mirror correction.

Figure 3.107.  Comparison of measured and calculated slab temperatures for the case of
passive cooling of the flashlamp cassettes. Because the lumped-mass model lacks spatial
detail, the differences between the top and bottom slabs could not be modeled. In the
experiments, the A and D slabs were 34 mm thick, while the B slab was 40 mm thick.

Figure 3.108.  Temperature contours on one face of the laser slab. The contours are spaced at
an increment of 0.0025oC. Note the left-to-right asymmetry in the temperature field due to the
orientation of the slab with respect to the blastshields.
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Figure 3.109.  The deformed central slab as viewed from the central flashlamp cassette.
Deformations are multiplied by 106 in order to produce this image.
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Figure 3.110  Representative distortion phase distribution resulting from temperature
gradients and mechanical distortion of an interior slab.

In the early stages of measuring wavefront recovery in AMPLAB, thermal
recovery trends were difficult to quantify because of system variations that dominated
the thermal contributions. To overcome these difficulties, the flashlamps were fired four
times within 12 minutes to enhance the optical distortions. Measurements were made
for both cooled and uncooled recovery conditions in both the “A” and “C” apertures. A
comparison of model and measured results was then made. Results are presented in
Figure 3.111. The data is for ambient gas-cooled recovery of aperture “A”. The slab
distortions are experimentally extracted from the data in a fashion depicted in Figure
3.112. Prior to the flashlamp firing, and at one-hour increments thereafter, sets of 20
interferograms were taken. Within each set, the resulting wavefronts were averaged,
with the intent of reducing the gas contributions by nominally the root of the number of
samples. These averages were then subtracted to extract the change in low-order optical
aberrations that we associate with the laser slabs. There were significant magnitude and
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shape differences between the measured and calculated wavefronts, due likely to the
remaining gas motion effects in the measured values as well as possible experimental
contributions from other optical elements in the system. For that reason we select to
simply represent the optical distortion in terms of the P-V magnitude. Referring back to
Figure 3.111, it was necessary to multiply the model P-V magnitude prediction by a
factor of 3 to bring it into agreement with the measured P-V magnitude.

Figure 3.111.  The comparison of AMPLAB-measured slab distortions to calculated
distortions for a 4-shot case. The model results were found to differ by a factor of 3 from the
measured results.

Figure 3.112.  Characterization of the wavefront acquisition and processing approach used to
extract slab and gas distortion information in AMPLAB.

We have performed mesh and boundary condition sensitivity studies on the
numerical model and found no credible numerical source for these discrepancies. [3.6.6]
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With insulated slab edges, we could drive the optical distortions to near the measured
value, but as discussed earlier this is not a credible condition in light of the thin air gaps
between the slab and masks. As mentioned above, a more likely source is in the
experimental measurements. Since average wavefronts that compose the difference may
be taken several hours apart, imbedded in this measurement are thermal effects on the
end mirrors and other optical elements in the system. For example, consider Figure
3.113, which gives the measured optical distortions for aperture “A” cooled and
uncooled recovery and aperture “C” cooled recovery. Focusing on the aperture “A”
results, there is a common decay rate after about the first hour of recovery. This
indicates the potential for dominance of something else in the system that is not
thermally affected by the presence of the cooling flow. Further numerical and
experimental investigation is required to fully identify and quantify these contributions.

Figure 3.113.  Peak-to-valley wavefront distortion for cooled and uncooled tests in apertures
A and C. Note the common late-time decay rate in the two aperture A tests, which denotes a
thermal effect not associated with the cooling gas that has an important effect in the system.

With this uncertainty in mind, predictions of the tilt-corrected P-V slab phase
distortion for the NIF are presented in Figure 3.114. The numerical results are bounded
by an aggressive assumption, in which we assume the numerical model results are
correct, and a conservative assumption in which we apply the 3× multiplier discussed
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above. Applying these assumptions, the predicted P-V slab distortion for the entire
multipassed beamline is 0.4 ± 0.2 waves after 7 hours, and 1.5 ± 0.7 waves after three
hours. It is clear that with respect to a 7-hour recovery, there is adequate margin to feel
confident that slab optical distortions will be acceptable at the end of the thermal
recovery period. However, for an accelerated shot-rate scenario, which requires
recovery in three hours, the conservative assumption-based estimates are marginal.

Figure 3.114.  Predictions of the NIF slab distortions. Conservative and aggressive
assumptions are applied in order to bracket the problem. The NIF requirement of 0.04
waves/slab/pass (2.2 waves P-V per beamline) is denoted on the figure.

3.6.6  Gas distortion wavefront recovery

When considering gas motion wavefront distortions, it is important to recognize that
these effects are distributed throughout the entire length of the laser system. Thus,
where there is a temperature imbalance to drive convective currents, there will be a
source of distortion. Therefore, account must be taken of effects in the amplifier itself as
well as in the adjacent beamtubes. Because of the distributed nature of these distortions,
scaling of available experimental results from AMPLAB and Beamlet becomes a critical
aspect of the exercise. This required detailed propagation studies of the full NIF optical
train as well as development of a propagation model to relate AMPLAB and Beamlet
data to the NIF system. A major goal of this effort was to provide a relationship
between system optical performance, from the standpoint of gas motion distortions,
and system temperatures, which are easily calculated and measured.

As a starting point, consider the gas motion optical distortions measured in
AMPLAB and a projection of the NIF system requirements. The instantaneous gas
distortions in AMPLAB were extracted from the same wavefront data used for the slab
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distortions. In this instance, any one of the elements of the sets of 20 wavefronts can be
subtracted from the average of the set (see Figure 3.112). In this manner, the slab
distortions, which are much lower order than the gas phase distortions are subtracted
out. An example of a resulting phase front is given in Figure 3.115. The rms values for
the individual elements of the sets are plotted in Figure 3.116 for an uncooled four-shot
recovery case. Note that the decay to the baseline value occurs in about eight hours in
this instance.

Refer again to Figure 3.115, which is a picture of the gas-motion-induced phase noise
on the AMPLAB beam ten hours after a shot with an rms phase of ~0.034 waves (data
set 0615D, cooling fans off). After comparing much data, this was considered
representative of the gas disturbance signature. For this analysis, two other snapshots of
the 20 (randomly selected) were also included in the analysis. Figure 3.117 shows the
power spectral density curves for the three measurements.
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Figure 3.115.  Turbulence phase from AMPLAB measurement.

To consider the effect on NIF spot size due to this phase noise, the phase of each
of these disturbances was added separately to a simulated 1.05-µm NIF beam just
entering the frequency converter  (1-ns, high-power pulse).  In actuality, of course, this
noise would be added in a distributed fashion in the amplifiers during the multiple NIF
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passes.  Since the specification considers only the 80% spot size, however, which is
largely dictated by long-scale aberrations that remain principally as phase in the well-
relayed NIF laser, it is largely irrelevant to the spot size whether such noise is added in
a distributed fashion along the beam paths or at the end of the chain.  The files were
also low-pass frequency filtered at 100 µrad before being added to the beam to simulate
the effect of pinholes (this made little difference to the results).  The adaptive optic
model in PROP92 [3.6.8] was also applied against the beam after addition of the file,
under the aggressive assumption that the adaptive optic loop is fast enough to correct
the air turbulence.  This correction made little difference to the spot size because of the
fairly small scale lengths of the phase noise.  Finally, a scaling factor was included to
scale the amplitude of the phase up and down from the values in the AMPLAB
measurements.

Figure 3.116.  Rms values of the phase distortion for the individual wavefronts taken in each
data set. Also shown is the average of the 20 wavefronts in each set.
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Figure 3.117.  Power Spectral Density (PSD) curve for the three measured files.  This figure
shows a 1-D collapse of the 2-D PSD at six different angles for each of the three
measurements.  This repre-sentation is preliminary, in that a detailed analysis has not been
done of the spectral range of validity.

Figure 3.118 shows the spot size as a function of the phase scaling factor for the three
cases, including both filter and adaptive optic corrections.  These results indicate that if
the AMPLAB measurements are scaled up by a factor of 3 to 5, the 5-µrad limit is
exceeded. Based on the minimum multiplier, this translates to a NIF system gas phase
distortion allowance of nominally 0.1 waves rms. What is lacking to this point,
however, is quantification of this phase-amplitude scaling factor, particularly as it
relates to calculated and observed temperatures in the system. Quantification of the
relationship between temperature and phase distortion is a necessary step since system
temperatures are easily calculated and measured.
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Figure 3.118.  Increase in 80% full-angle spot size with scale factor for the three AMPLAB
measurements. The scale factor acts as a multiplier on the data rms phase distortion of ~0.34
waves.
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To develop this relationship, we consider gas motion optical data taken on both
AMPLAB and Beamlet.  In Beamlet data taken in 1996, it was observed that the focal
spot size correlated well with two temperature quantities: (1) an “internal” temperature
difference that most likely controls convective flows in the internal cavities in the
amplifier chain and (2) an “end” temperature difference that likely controls convective
flow in the beamtubes. This is depicted in Figure 3.119. This same observation was
noted in AMPLAB data, as shown in Figure 3.120. Again, the gas phase distortions
correlate well with the slab temperature rise, which in this instance represents the “end”
temperature difference. This is appropriate since the AMPLAB configuration is only
two slabs long, and thus, is likely to be dominated by beamtube disturbances. The offset
problem at low temperature values is likely due to system effects outside the domain of
thermal recovery.

It must be emphasized that both the AMPLAB and Beamlet gas distortion data are
integrated optical effects of their respective systems, individually providing little
information about scaling. The scaling link is provided through a simple construct
model that employs the available data to specify adjustable parameters. The goal of this
model construct is to relate system convection current driving temperature differences
to a system rms phase distortion, and then through Figure 3.118, to the added beam
divergence. The model is based on the premise that gas distortions can be separated
into interior and end contributions as depicted in Figure 3.121. Furthermore, from the
observations noted earlier, the distortions scale linearly with characteristic temperature
differences.  Thus we may say that

φ
φ

i i i

e e e

K T

K T

=
=

∆
∆

(3.16)

where φ is the local phase distortion, K is the proportionality constant, and ∆T is the
temperature difference. The “i” and “e” subscripts denote the interior and end regions
respectively. In Eq. (3.17), we provide for different temperature differences in the
interior and end regions. For cases where the flashlamps are cooled with ambient
temperature gas, we expect the temperature differences to be equivalent after the first
hour of recovery. However, in an uncooled case, calculations and experimental data
indicate that there will be a equilibration of the interior temperatures at an elevated
value, maintaining an end temperature difference, In the application of Eq. (3.17), it is
hypothesized that the proportionality constants are the same for AMPLAB and the NIF,
because the geometry heights are the same, but different for Beamlet. In Beamlet, the
amplifier cavities are two slabs tall. Thus, we stipulate that

(3.17)
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where the additional subscripts “n”, “a”, and “b” are used to denote NIF, AMPLAB,
and Beamlet respectively. The β factor is used to account for the Beamlet scaling
differences. For example, a β factor of 0.5 assumes that the NIF system is twice as
sensitive to temperature differences as the Beamlet system, which has been previously
assumed.

Figure 3.119. Temperature correlation observed in the Beamlet focal spot data (a) correlation
with an end-cavity driving temperature difference—the difference between the slab
temperature and ambient (the beamtube) temperature and (b) correlation with an interior-
cavity driving temperature difference—the difference between the vertical surface
temperatures (average temperature of laser slabs and blastshields) and the top reflector
temperature.

Figure 3.120.  Temperature correlation observed in the AMPLAB gas distortion data.
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Figure 3.121.  A depiction of the two region types incorporated in the simple gas-distortion-
scaling model. AMPLAB consisted of one interior and two end regions. The NIF main
amplifier consists of nine interior and two end regions.

Given these assumptions, model equations were constructed for the total system
optical distortion, assuming the proper coherent and incoherent additions. Measured
AMPLAB and Beamlet distortions were then used to extract the model constants.

For AMPLAB, which was two slabs long and double passed, a single interior region
was present in addition to the two end regions. The model equation for the system
phase distortion (Φ), accounting incoherent and coherent contributions in the end and
interior regions, is

 (3.18)
In Eq. (3.18), the factor of 2 multiplier inside the parenthesis accounts for the 2 pass

coherent addition, while multipliers outside the parenthesis account for incoherent
addition of multiple regions. Substituting Eqs. (3.16) and (3.17) into Eq. (3.18)

(3.19)
For Beamlet, which employed a 11 slab long 4 pass main amplifier and a 5 slab long

single pass power amplifier, the model construct is

 (3.20)
The NIF system employs an 11 slab long 4 pass main amplifier, and a 5 slab long

double passed power amplifier. In this instance the construct is

(3.21)
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Remaining as parameters in these equations, besides temperature differences are the
region temperature correlation parameters, Ke and Ki, and the height scaling parameter
β. To extract values for the temperature correlation parameters, a single set of Beamlet
and AMPLAB data was employed so that Eqs. (3.19) and (3.20) could be simultaneously
solved for the parameter values. The data employed follows:

   ∆Ti,b = 0.5 C

Beamlet:    ∆Te,b = 3.5 C (3.22)

   Φb = 0.248 waves

   ∆Ti,a = 0.5 C

AMPLAB:    ∆Te,a = 3.5 C (3.23)

   Φa = 0.102 waves

The Beamlet data consists of measured system optical distortion and measured
temperature differences, taken on 02/07/97 (shot number B7020721). On this particular
Beamlet sequence, the flashlamps were fired twice with the data taken approximately
5 hours after the first system shot. The AMPLAB optical distortion data was from the
06/12/98 4-shot data set, and selected at a time that produced an end temperature
difference (∆Te) equivalent to the Beamlet data. This 4-shot uncooled case was selected
because of the enhanced signal resulting from the hotter temperature state, as well as
the elimination of spurious gas motion disturbances that would be present if the cooling
fans were engaged. Since thermocouples were not in place for this particular data set,
the temperatures were obtained using the lumped-mass model. The value ∆Ti  given in
Eq. (3.23) is a slight adjustment from the calculated value, and was required to get a
solution from the coupled equations. It is likely fortuitous that it is equivalent to the
Beamlet data set value. Further details of the model, and values for the temperature
correlation parameters are given in Ref. 3.6.9. One observation, addressed in detail in
Ref. 3.6.9, is that the mathematical result of a β factor of 0.5 is a heavier weighting of
interior regions that with a β factor of unity is applied.

Results of the model, as applied to AMPLAB measured distortions are given in
Figures 3.122 and 3.123. The corresponding temperature predictions from the lump-
mass model are given in Figure 3.124. Consider first, Figure 3.122, which is for passive
flashlamp cooling (temperatures given in Figure 3.124a). Results agree equally well for
β factors of 0.5 and 1.0. Referring to Figure 3.124a, note the long decay time for the
passive flashlamp cooling case. This demonstrates the importance of flashlamp cooling
on amplifier thermal recovery. The origin of the “dip” in the β = 0.5 curve at 1.5 hours is
seen in the Figure 3.124a temperatures. As mentioned earlier, the interior cavities are
weighted heavier with this value of β than with a value of unity. The observed behavior
is due to the crossover of the blastshield and slab temperatures, which form the interior
cavity temperature difference.
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Figure 3.122.  Comparison of projection model predictions to the AMPLAB data for passive
flashlamp cooling. Both height scaled and unscaled predictions are given.

Figure 3.123.  Comparison of projection model results to AMPLAB data for active flashlamp
cooling. Predictions are presented for both the height scaled and unscaled cases. The
corrected AMPLAB data attempts to correct for cooling system effects caused by the leaky
blastshields.
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Figure 3.124.  Calculated slab and blastshield temperatures for 1-shot and 4-shot cases (a)
passive flashlamp cassette cooling and (b) active flashlamp cassette cooling.

(b)

(a)
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Consider now Figure 3.123, which is for active flashlamp cooling with ambient
temperature gas. In this instance, the phase distortion data is corrected to account for
system effects due to the leaky blastshield seals, and it is likely to not be as accurate as
for the uncooled case. The correction consisted of a root-sum-squared (rss) subtraction
of the gas system component that was quantified from baseline data with fans both on
and off. It is important to note that the agreement is much better for a β factor of 1.0,
which assumes no height scaling differences between Beamlet and AMPLAB, than for a
β value of 0.5.

With model constants now determined, Eq. (3.21) was employed to project system
phase distortions for the NIF, focusing on the 0.1 wave rms limit established through
the system propagation studies (see Figure 3.118). The calculated NIF system
temperatures are given in Figure 3.125 for both ambient gas cooling and chilled gas
cooling. The corresponding gas distortions, as extracted using Eq. (3.21) are given in
Figure 3.126. Consider first Figure 3.125, which gives predicted slab temperatures. The
chilled-gas cooling cycle employed 1oC chilled gas for 2.5 hours, followed by immediate
warming to ambient. This clearly shows from the temperature profiles the potential to
achieve the 3-hour recovery required for the accelerated shot rate scenario.

Figure 3.125.  Calculated slab temperatures for the NIF amplifiers for the cases of ambient
and chilled gas cooling. Predictions are given for both the interior and end slabs.

Now consider Figure 3.126. In spite of the good agreement in the AMPLAB data
with a β factor of 0.5, both β values are employed in an effort to bound the problem. We
denote the β = 0.5 line as conservative, and the β = 1 line as aggressive. The NIF gas
distortion limit of 0.1 waves rms, which was based on a NIF system propagation
calculation, is noted on the figure. These results indicate some uncertainty at achieving
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the NIF distortion limit in 7 hours if the conservative assumptions are employed.
Finally, it appears possible to achieve the required distortion level with chilled-gas
cooling three hours after the start of recovery. The predicted addition to the full 80%
divergence angle for the entire chain is 0.9 ± 0.4 µrad after 7 hours, and 3.3 ± 1.7 µrad
after 3 hours.  Note that chilled-gas cooling is a recovery option that is incorporated into
the NIF cooling system design. However, chilled-gas recovery has not been optically
validated. Only temperature measurements were made on the AMPLAB chilled-gas
tests.

It is important to remember that this scaling model is rather crude and likely to be
prone to significant inaccuracy. Thus, the absolute limits of these model bounds are
very uncertain and would require additional experimental data to resolve.

Figure 3.126.  Predicted gas distortion phase disturbances in NIF for ambient and chilled gas
cooling. Aggressive and conservative assumptions are used to bracket the problem.

3.6.7  Summary and conclusions for thermal wavefront recovery

In this chapter we have described the NIF thermal recovery mechanisms and
criteria, described the numerical models and experiments that have been used to
quantify thermal recovery, and predicted the thermal performance of the NIF
amplifiers. Based on the assumptions documented in the discussion, the following
conclusions are drawn.

1. Residual thermal distortions in the slabs will be reduced to acceptable levels
in about four hours. Model results indicate that there is adequate margin for
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the 7-hour recovery case, but that results based on conservative assumptions
indicate that the optical state may be marginal after 3-hours of recovery.

2. Gas-motion-induced distortions in the amplifier will meet NIF specification
within, at most, eight hours, using ambient cooling gas. Slightly chilled gas
cooling can be used to accelerate the recovery rate to meet the NIF
requirements. Model results indicate that modest chilling of the cooling gas
has the potential to meet the 3-hour recovery requirement for the accelerated
shot-rate scenario.

3. It is important to remember that chilled-gas recovery has not been optically
validated. Temperatures were measured on AMPLAB tests, but the
corresponding optical measurements were not made to provide concrete
validation of this NIF-accelerated shot-rate cooling approach.
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4.0  Final Optics Assembly

Lloyd Hackel, Paul Wegner, Mike Feit, Tom Parham, Mark Kozlowski, Pam Whitman

4.1 Status and Understanding of UV Light Generation and Transport for the NIF

The design of the National Ignition Facility (NIF) includes a Final Optics Assembly (FOA)
subsystem for ultraviolet (UV) light generation and transport for each of the 192 beamlines.
Each subsystem incorporates a type I/type II third-harmonic generator to convert the 1.053-
µm fundamental wavelength of the laser amplifier to a wavelength of 0.351 µm for target
irradiation.  This converter is followed by a large fused silica (SiO2) focusing lens, two
diffractive optics plates, and a debris shield.  The first diffractive optics plate contains a color
separation grating  (CSG) etched on the lens side and a beam sampling grating  (BSG) etched
on the target side.  The CSG diffracts the unconverted 1-µm and 0.5-µm light, allowing it to be
blocked from transport to the target.  The BSG diffracts off a small sample of the UV beam for
detailed diagnostics.  The second diffractive optics plate contains a kinoform phase map
intended to randomize the spatial coherence of the laser light at the target.  Finally, the debris
shield allows transport of the UV light to the target, while shielding the upstream optics from
the shower of debris generated during experiments. To meet the requirements of the NIF, the
FOA must achieve high conversion efficiency and must maintain high transmission.

Analytical and experimental work has been done to help understand and predict the
performance of the FOA.  A prime focus of the work has been a series of experiments on the
NIF prototype, Beamlet, at high-fluence loading.  These experiments have generated extensive
and encouraging information on frequency conversion efficiency and unanticipated results on
optics damage.  In the five sections of this report, the current status and understanding of (1)
frequency conversion efficiency, (2) damage model and off-line testing, (3) observation of
damage and damage growth in potassium dihydrogen phosphate (KDP), (4) observation of
damage and damage growth in fused silica, and (5) status and potential improvements of
coatings for frequency conversion crystals are discussed.

This report is intended to document as a reference the status of work and understanding at
the current time.  It is not intended to report solutions to the remaining issues.  As such, it will
serve as an information reference as work progresses through the NIF program.
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4.2 Frequency Converter Development for the National Ignition Facility

4.2.1 Introduction

The wavelength of the NIF Nd:glass amplifier will be converted from 1.053 um (1ω) to
0.351 um (3ω) using cascade type I/type II sum-frequency generation [4.2.1]. The basic scheme
is diagrammed in Figure 4-1. Through experiments conducted on the Beamlet prototype laser
over the past year, valuable experience has been gained in operating and characterizing
frequency converters of this type at an aperture-size of 37 cm and in a prototypical NIF
configuration utilizing full-perimeter mounting of the crystals in a compact final optics cell
(FOC) in vacuum [4.2.2,4.2.3]. Based on this experience, clear identification and greatly
improved understanding of the many factors that are expected to impact third-harmonic
generation on the NIF has been achieved. Currently, the level of understanding is such that 3ω
conversion efficiencies on Beamlet have been predicted to within a few percent of measured
values. As a result, it is now clear where the greatest leverage for improving performance lies
and where future engineering efforts must be concentrated.

The close agreement between measurement and theory is the result of well-diagnosed
experiments and an accurate physics model, for which the input parameters are firmly
grounded on measurements or calculation. The next section briefly reviews this model to
summarize the relevant crystal and field parameters that are important for frequency
conversion. With the model as a tool, a detailed analysis has been performed of the NIF
baseline converter design using an error budget approach in which expected deviations of the
relevant parameters from their ideal values constitute “errors” resulting in specific reductions
in conversion efficiency. The results of this analysis are compared side by side with the results
from an identical analysis applied to a Beamlet converter in Section 4.2.3, followed by a more
detailed discussion of the Beamlet experimental data that was used to validate the model in
Section 4.2.4. Section 4.2.5 concludes with priorities for future work.
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Figure 4-1.  (a) Frequency conversion scheme for the NIF, consisting of an 11-mm type-I KDP
doubling crystal and 9-mm type-II dKDP tripling crystal in series.  The letter c denotes the direction
of crystal optic axis. (b) Plane-wave calculation of 3ω conversion efficiency showing how the 1ω/2ω
mix ratio for efficient tripling at high irradiance is set by angle-tuning the type-I doubler 200 to 250
µrad from exact phase matching.

4.2.2  Frequency Conversion Physics Model

The model for the frequency converter is based on the well-known coupled amplitude
equations for sum-frequency generation in the paraxial slowly varying envelope
approximation [4.2.4–4.2.6]. As adopted here, the equations include terms for effects identified
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as having small, but non-negligible impacts on frequency conversion: bulk linear loss,
diffraction, Poynting vector walk-off, 2-photon absorption at the third harmonic, and
nonlinear refractive index. In comparison, the effects of group velocity dispersion are
negligible for this application and are not included in the model.

With the following definitions for the three fields associated with sum frequency
generation

E j x y z t
n j

A j x y z t i k jz jt c c( , , , ) ( , , , ) exp[ ( )] .= − +
1

2

1
ω ,      j = 1, 2, 3 (4.1)

the equation for the sum-generated field A3 has the form

(4.2)

with similar equations applying for A1 and A2. In this expression, the quantity having by far
the greatest impact on conversion efficiency, and the one that is also the most sensitive to
operating conditions, is the momentum mismatch between the three fields

∆k k k k
c

n n n= − − = − −3 2 1
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which depends critically on the material birefringence (refractive indices nj), and thus on the
frequency of the input fields ω1, ω2, the crystal temperature T , and the orientation θ  of the
crystal optic axis with respect to the field propagation direction. Complicating the picture in
large crystals is an effective variation of θ  in x and y due to surface refraction and strain effects
[4.2.7,4.2.8]. Some of the strain resides naturally in the crystal as a residue of the growth and
fabrication process. In practice, however both θ  and T can be treated as applied quantities,
extrinsic to the material, and subject to characterization through measurement. For example,
errors in average crystal orientation from specified values are either estimated from fabrication
tolerances or measured. Variations in θ  across the part due to refraction or stress are
quantified after mounting using a technique called orthogonal-polarization interferometry, as
described in Appendix A.

Parameters that are intrinsic to the crystals include the linear and nonlinear loss coefficients
α j and βj, the nonlinear coefficient for the refractive index γji, and the field coupling coefficient
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K
deff

c n n n
=

1 2 3
 (4.4)

where deff depends weakly on the orientation as d36sinθsin2φ for type-I, and d36sin2θcos2φ for
type-II. Definition of the losses incurred at each crystal surface and a suitable approximation
for the amplitude and phase profiles of the field at the input to the crystals complete the
parameter specifications that are required for the model.

4.2.3  Error Analysis of Frequency Conversion

Using this physics model, an error analysis of the converter design has been performed to
determine the performance that can be expected for the NIF ICF mission and to compare this
performance with the peak-power conversion efficiency specified in the current NIF system
performance model [4.2.9]. In the context of this analysis, factors that cause the parameters of
the converter model to deviate from conditions defined as “ideal” constitute “errors” that
produce a calculable reduction in conversion efficiency. The effect of each error is calculated
separately, and with the assumption that the effects of small errors add independently, both
the total reduction in efficiency relative to an ideal converter and the aspects of the design that
are primarily responsible for the loss are determined. The starting point, or zero-error
condition that produces maximum achievable tripling efficiency, is a plane-wave flat-in-time
input field, an 11-mm thick type-I KDP doubler, and a 9-mm thick type-II dKDP tripler with
both crystals having nominal bulk losses and perfect antireflection (AR) coatings. The drive
irradiance of 3 GW/cm2 used in the analysis is slightly higher than the 2.8 GW/cm2 used in the
NIF performance model, as insurance against reductions in the NIF beam size. At 3 GW/cm2

the optimum tuning for the angle-tuned type-I doubler is 220 µrad (internal) from exact phase
matching, and the ideal conversion efficiency is 89.4% (see Figure 4-1). The parameters used in
the ideal model are summarized in Table 4-1.

Table 4-1. Parameters of the ideal converter model.

Parameter units doubler tripler*

l mm 11.0 [4.2.1] 9.0 [4.2.1]
α1 cm-1 0.058 [4.2.10] 0.002 [4.2.11]
α2 cm-1 0 0
α3 cm-1 0 0
d36 pm/V 0.39 [4.2.10] 0.37 [4.2.10,12]
θm degrees 41.2 [4.2.13] 60.1 [4.2.14]
∆θ µrad 220 0
surface loss % 0 0

* 70% deuteration level

Errors important for the analysis fall into two categories depending on whether they are
static or dynamic. Static errors remain invariant from shot to shot and as such, can potentially
be compensated for by varying the input 1ω drive irradiance. Errors of this type encompass
reductions associated with a non plane-wave 1ω beam, including fill factor, amplitude/phase
ripple, depolarization, and bandwidth; linear loss beyond nominal in the crystals and AR
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coatings; nonlinear loss in the crystals, including 2-photon absorption; and static angular
errors in the crystals arising from uncertainties in the optimum tuning angle, or from spatial
nonuniformity of the tuning angle associated with crystal quality and mounting distortion. In
contrast, dynamic errors vary from shot to shot, cannot readily be compensated, and thus
affect the ability to balance power on target. Identified errors of this type can all be related to
angle: fluctuations in the crystal temperature, variability in crystal alignment, vibration and
drift in the FOA, and pulsed beam pointing errors. The effects of these two categories of errors
were evaluated separately.

Current engineering estimates for the dynamic errors are shown in Table 4-2. Because these
errors are random, they are assumed to add in a root-sum-squares (RSS) manner, yielding a
total error of ~±13 µrad (external angle, 1σ). At 3 GW/cm2, the angular sensitivity of the type-I
doubler is such that a 30-µrad external-angle error reduces the conversion efficiency by 1%,
and a 55-µrad error reduces the efficiency by 3% (the angular sensitivity of the type-II tripler is
smaller by a factor of three). The variation in conversion efficiency allowed by the NIF power
balance budget is ±1% 1σ, thus the dynamic errors in the FOA should be within this budget.

Table 4-2. Dynamic error estimates for frequency conversion.

Error Source Equivalent  ∆θ
(µrad external, 1(σ)

Comments

FOA contributions:
± 0.1° C short-term thermal drift ± 4 80 µrad (internal) /°C for doubler [4.2.15]
Structural motion ± 10 [4.2.16]
FOC alignment ± 2 [4.2.17] most of error is static

Beam contributions:
pointing jitter ± 7 [4.2.17]

RSS sum ± 13

The individual and cumulative effects of the static errors are summarized in Table 4-3,
which lists the representative values for the parameters in the physics model and their
calculated effect on the efficiency for three cases: the converter in the NIF system performance
model, a converter based on current NIF engineering estimates, and a converter as tested on
Beamlet.  Entries in the table are grouped according to whether they are associated with the
input field, the doubler, or the tripler. To calculate the total losses in performance listed at the
bottom of the table, the absolute percent losses in each of the three groups were added
together, divided by 100, and subtracted from one to generate three separate derate factors for
the ideal efficiency. Losses denoted by an asterisk represent 1σ values for an expected
distribution and were added as root sum squared. The efficiencies in the table were calculated
for flat-in-time pulse shapes, and as such correspond to aperture-averaged peak-power
conversion efficiencies at 3 GW/cm2. A less-than-unity temporal fill factor such as that of a real
pulse will further decrease the efficiency.
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Table 4-3. Static error estimates for frequency conversion.

Parameter Ideal
value

NIF system
performance

model
value    ∆η (%)

Current NIF
estimate

value    ∆η (%)

Beamlet

value    ∆η (%)

1ω pulse:
Bandwidth (GHz)
Depolarization (deg)
Fill factor (%)
Amplitude/phase ripple
Collimation error (λ)
Irradiance (GW/cm2)

0
0

100
0
0

3.0

30 1.45
0 0

90         0.53
NIF 0.15

         0            0
2.8 0.86

30 1.45
  3  0.30*
90 0.53
NIF 0.15
1.25 0.07

      3.0          0

 30 1.45
5.4 0.90

       88
BLT 1.29

      0.25        0.1
      3.0         0

Subtotal                     2.99                      2.22                      3.74
Doubler:

Linear loss (%/cm)
α1o

α2e

Surface loss (%)
R1 (1ω)
R2 (1ω, 2ω)

Static angle (µrad internal)
nominal
quality/mounting (1σ)
alignment offset
thermal correction error

5.8
0

0
0

220
0
0
0

5.8 0
0 0

0.5 0.56
0.5 0.57

     220            0
0 0
0 0
0 0

5.8 0
0 0

0.2 0.22
0.7 0.80

    220             0
25 1.19

10  0.60*
5  0.05*

5.8 0
0 0

1.65 1.85
2.35 2.69

    220          0
25 1.19

10  0.60*
5  0.05*

Subtotal                1.13               2.29                5.76
Tripler

Linear loss (%/cm)
α1e

α2o

α3e

Nonlinear loss
β3ω (cm/GW)

Surface loss (%)
R1 (1ω, 2ω)
R2 (3ω)

Static angle (µrad internal)
nominal
quality/mounting (1σ)
alignment offset
thermal correction error

0.2
0
0

0

0
0

0
0
0
0

0.2 0
0 0
0 0

6.0e-3 0.57

0.5 0.57
0.5 0.50

30 0.28
0 0
0 0
0 0

      0.2         0
      0.1         0.03
      0.3         0.16

6.0e-3 0.57

0.7 0.80
0.2 0.20

0 0
75 1.86
10 0.09*
20 0.12*

      0.2           0
0.1 0.03
0.3 0.16

6.0e-3 0.57

2.35 2.69
1.30 1.30

       0             0
     75           1.86

10 0.09*
20 0.12*

Subtotal              1.92                3.62              6.61
Net efficiency 89.4        84.1     82.3     75.8

* Losses representing 1σ values for an expected distribution, which were added as root sum squared.
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The error analysis result of 84.1% efficiency for the NIF system performance model is
within 0.6% of the actual value produced by a full calculation with that model, lending
confidence that the error analysis approach is sound.  The conversion efficiency based on
current NIF engineering estimates is a few percent lower than that in the system model,
primarily due to angular errors not included in that model. On the other hand, the NIF
estimate is over 6% higher than the conversion efficiency predicted for the rapid-growth
Beamlet converter described in the next section. Only a small part of the discrepancy between
the NIF estimate and Beamlet prediction is related to differences between the NIF and Beamlet
beams. The majority is associated with surface losses caused by rapid degradation of the sol-
gel AR coatings in the vacuum test environment. These losses are currently not in the NIF
engineering estimate.  As a result, coatings are an area of uncertainty in this design and have a
high priority for future development efforts. In addition, two other aspects of the design
require attention to ensure that the specifications reflected in the budget are carried
successfully to the NIF. First, the tight angular tolerances of the converter are such that the
tripler must phase match at an angle of 10.58 mrad ± 30 µrad (external) relative to the beam
direction, as fixed by the NIF system design. The fabrication and metrology process to meet
this tolerance requires some additional development and testing, including the design and
implementation of a machine to correctly orient the crystal surfaces during fabrication, and the
development of a means to verify the optimum tilt angle for the assembled FOC to within the
10 µrad specified in the static error budget prior to installation on the NIF. Both of these efforts
are currently under way. Second, the tolerance for long-term temperature drift in the FOA is
±0.3 °C, which is large enough that some amount of compensating adjustments to the tilt angle
of the FOC will be required. Fully compensating the tripler, which thermally tunes at a rate of
~200 µrad/°C, is expected to use up approximately two-thirds of the alignment and
diagnostics sensor’s field of view.

Crystal thickness is a special case of a static error that directly impacts power balance. As
shown in Figure 4-2, the conversion efficiency is most sensitive to crystal thickness in the low-
irradiance foot of the shaped ICF ignition pulse. The current specified tolerance of 0.2 mm
meets the budgeted allocation for power balance throughout the pulse (Figure 4-2b) and
allows the crystals to be refinished at least once. Fortunately, crystal thickness variations can
be budgeted independently of the dynamic errors in Table 4-2, since the angular errors in 4-2
affect power balance only at high irradiance, where sensitivity to angle is large, but sensitivity
to crystal thickness is small.
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  (a)

  (b)

Figure 4-2. (a) Calculation of 3ω power versus time in the 20-ns shaped ICF ignition pulse for
various crystal thicknesses, normalized to the 3ω power produced by the baseline 11.0-mm
doubler/9.0-mm tripler combination. (b) Similar plot for four crystal thickness combinations
representing limits of the current 2-mm tolerance, normalized to the average power produced by the
four combinations. High-frequency structure is the result of the applied 30-GHz SBS-suppression
bandwidth.
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4.2.4  Beamlet

The physics model used in the error analysis has been tested and validated over the course
of several frequency conversion experimental campaigns conducted on Beamlet. Extensive
diagnostics provided an accurate and complete set of input parameters for the model, as well
as the frequency conversion performance data to which it was compared. Off-line diagnostics
included orthogonal-polarization interferometry to determine crystal refractive index
nonuniformities and photometry to measure crystal surface losses and bulk transmission, both
before and after the experiments. On-line diagnostics included calorimetry to measure the
input and output pulse energies, scientific-grade charged coupled device (CCD) cameras to
record the input and output near-field fluence distributions, and streak cameras to record the
input and output temporal pulse shapes. Several Beamlet test configurations, summarized in
Table 4-4, were used to evaluate both second-harmonic generation (SHG) and third-harmonic
generation (THG) efficiencies, with converters consisting of both conventionally grown and
rapidly grown crystals [4.2.18]. All of the crystals were mounted in a prototype 37-cm aperture
FOC and tested in the vacuum environment of the FOA test mule [4.2.19,4.2.20]. The
configuration of the Beamlet amplifier was the same for all tests: eleven cavity amplifiers, five
booster amplifiers, a 200-µrad carbon pinhole in the pass-4 cavity spatial filter pinhole, and a
150-µrad stainless-steel cone pinhole in the transport filter. Pulse format was 1.5-ns square.
Estimated accuracy of the conversion efficiency measurements was ± 6% (3σ).

Table 4-4. Configuration and results summary for Beamlet FOA test mule frequency conversion experiments.

Parameter Conventional growth
SHG                 THG

Rapid growth
SHG              THG

1ω laser
Beam size (cm) 34 34 34 30

Doubler
Serial number
Thickness (mm)
θ distribution (µrad int. 1σ)
Surface loss (% before/after)

S1 (1ω)
S2 (1ω)
S2 (2ω)

345-1
11.09
22.3

0.91/-
0.91/-
1.70/-

345-1
11.09
18.8

-/1.49
-/1.49
-/2.53

RG8B-2
11.10
17.5

1.03/-
1.03/-
1.48/-

RG8B-2
11.10
27.8

1.64/1.67
1.64/1.67
2.85/3.30

Tripler
Serial number
Thickness (mm)
Deuteration level (%)
θ distribution (µrad int. 1σ)
Surface loss (% before/after)

S1 (1ω)
S1 (2ω)
S2 (3ω)

-
-
-
-
-
-
-
-

LL1-37-1
9.48
70

36.2

0.60/-
1.82/-
0.10/-

-
-
-
-
-
-
-
-

RG8A-1
9.41
85

67.7

2.75/3.05
1.30/2.20
0.37/2.21

Measured performance
Maximum energy efficiency (%)
At 1ω irradiance (GW/c m2)

73
4.0

75
3.8

70.5
3.9

73.5
3.6
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SHG efficiencies measured with a conventionally grown type-I doubler from a NIF
production boule are plotted in Figure 4-3(a). Maximum energy efficiency was 73% (aperture-
averaged, time-integrated) at an input 1ω irradiance of approximately 4 GW/cm2 (aperture-
averaged, peak-in-time). Similar tests of a rapidly grown type-I doubler achieved 70.5%
efficiency at similar drive irradiance. The measured performance of these crystals was in good
agreement with modeling based on measured 1ω pulse parameters and measured crystal
refractive-index variations. The effects of the latter were enhanced by measuring the 2ω near-
field fluence distributions with the crystal tilt biased well away from exact phase matching. As
shown in Figure 4-4, the resulting nonuniformities in the data were well-reproduced in the
model.

THG efficiencies measured with a rapidly grown doubler and tripler are plotted in
Figure 4-3(b). Maximum energy efficiency was 73.5% at an input 1ω irradiance of
approximately 3.6 GW/cm2. In comparison, the model, with an input field based on near-field
1ω irradiance data and an eleven time-slice approximation of the measured 1ω pulse shape,
predicted an energy conversion efficiency of 77% and a peak-power conversion efficiency of
79.5%. Correcting the model to account for the 30-GHz bandwidth of the drive pulse and the
measured depolarization in the Beamlet laser (see Table 4-3) lowers the calculated energy
efficiency to 75%. Incorporating the additional losses caused by the degradation of the sol-gel
AR coatings over the course of the experiment further reduces the efficiency to 71.5%,
suggesting that the model is accurate to within the uncertainty in the component transmissions
(the calculated peak-power conversion efficiency in this case is 74%). Calculated and measured
near-field fluence distributions for both the third-harmonic and residual second-harmonic
fields are in fairly good agreement as a result of having the orthogonal-polarization
interferomery data incorporated in the model (see Figure 4-5). The energy balance in the
model (the ratio of total energy out of the converter to total energy into the converter) is ~3%
higher than observed, consistent with the actual transmissions of the components in vacuum
being lower than the initial values modeled.
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  (a)

  (b)

Figure 4-3. (a) Plot comparing measured and calculated SHG efficiency versus 1ω irradiance for
conventional-growth doubler 345-1. (b) Comparison of measured and calculated THG efficiency for
rapid-growth doubler RG8B-2 and tripler RG8A-1.
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Figure 4-4.  (a) Comparison of measured and modeled 2ω  near-field distributions for conventional-
growth doubler 345-1. Drive irradiance was 3.9 GW/cm2. Measured and modeled conversion
efficiencies were 6.7 and 6.5% respectively at an angular detuning of 715 µrad (internal).  (b) Similar
comparison for the rapid-growth doubler RG8B-2. Drive irradiance was 4.2 GW/cm2.  Measured and
modeled conversion efficiencies were 6.6 and 7.0% respectively at an angular detuning of 690 µrad
(internal). Sharp features in (b) are the boundaries between pyramidal and prismatic growth regions
in the crystal. Conventional growth material is all pyramidal.
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Figure 4-5.  Comparison of measured and modeled near-field fluence distributions for the rapid-
growth converter on three different shots in which the tripler angle was varied while the doubler
angle was held fixed at 220 µrad. Drive irradiance was 3.4 ± 0.05 GW/cm2. Measured 3ω conversion
efficiencies top to bottom were 56, 73, and 66%.
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4.2.5  Conclusion

Recent experimental results from Beamlet and detailed modeling indicate the NIF baseline
frequency converter should achieve aperture-averaged peak-power 3ω conversion efficiencies
of 75 to 80% at an aperture-averaged peak-power 1ω irradiance of 3 GW/cm2. Energy
conversion efficiencies will be lower than peak values due to the temporal fill-factor of the
drive pulse, which is always less than one. Error analysis has been used to identify aspects of
the converter design that have high leverage for improving performance. Of particular
importance are the sol-gel AR coatings, which degrade rapidly to a few percent loss per
surface in typical vacuum environments. Of lesser concern, but representing some uncertainty,
are the tight angular tolerances to which the crystals must be cut and oriented in the FOC to
ensure phase-matching within the narrow field of view of the NIF output sensor, and the
relatively loose tolerance of ±0.3°C for the long-term thermal stability of the FOA, which will
require compensating angular adjustments to the FOCs with associated errors. Further
attention in each of these areas will be needed to ensure 80% peak-power conversion efficiency
on NIF.
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4.3  Damage Model and Off-line Testing

The conventional way of characterizing laser-induced surface damage by experimentally
determining the lowest damage threshold for a number of small sites is inadequate for relating
the results of off-line damage testing (using small beams) to expected results on a large-
aperture system like the NIF. Neither a single damage threshold nor even a damage threshold
probability curve from off-line tests is directly applicable to the large-aperture case. This is
because damage occurs first at the weakest site on the illuminated area, and larger beams are
more likely to find increasingly rare weaker sites (see Figure 4-6). The relevant question is not
“will damage occur?” It certainly will on a large aperture. The important question is to
quantify what density of damage will occur and to assess its functional significance.

Figure 4-6.  Damage probability depends on test area.  Neither a single threshold or single
probability curve adequately describes both small (test) and large areas.

A statistical model has been developed of laser damage initiation [4.3.1–4.3.3] that relates
the probability curves measured in off-line tests to the underlying density of damage initiating
defects (see Figure 4-7). The reader is referred to the references for a more detailed description
of the model. Once this expected density is known for a given optic, the extrapolation of test
results to larger areas and different beamshapes is straightforward.  It is also possible to report
the results of different types of damage tests in the same “language.” An added benefit of this
formulation is that, combined with a model of damage growth upon repeated irradiation, it
provides a methodology for estimating the functional implications of laser damage, e.g., the
expected number of laser shots at a given fluence level (and for a given fluence distribution
including hot spots) to reach a given fraction of obscured area on an optic (lifetime estimation).
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Figure 4-7.  Defect concentration is characteristic of material.

Incidence of damage under laser irradiation can be treated in a manner similar to that used,
e.g., to describe breakage of optical fibers or insulation breakdown on coaxial cables, both as a
function of length [4.3.4]. This type of “extreme statistics” description, first formulated by
Weibull for the strength of metals under stress, yields an explicit dependence of the mean
damage threshold and damage probability curve on the surface area illuminated and yields
test parameters such as beamshape. For a flattop beam, the relationship between the measured
probability P(F) of damage at fluences up to F and the underlying cumulative defect surface
density c(F) that causes such damage is P(F)=1-exp(-c(F) A), where A is the illuminated area.
The derived density c(F) (see Figure 4-8) has been used to characterize  damage test results to
compare with observed Beamlet HDT results and as input for lifetime estimation.

Currently, two types of damage testing are done at LLNL (see Figure 4-9).  The Automatic
Damage Tester (ADT) tests a number of sites with an approximately 1-mm-diameter beam. At
each site, the fluence is increased until damage is observed. The result is a damage probability
curve. The Large Aperture Tester (LAT)  scans a larger area (typically 10–20 cm2) with a small
beam at a fixed fluence, after which the number of damage sites occurring in the scanned area
is counted. When analyzed with the Weibull formalism, the results of both types of test are
consistent and comparable (see Figure 4-10).  Generally, the expected damage density scales as
a power of the fluence. Indeed, a database is being built of such results for lenses, debris
shields and diffractive optics plate substrates from potential NIF vendors (see Figures 4-11 to
4-16).  Such testing allows quantitative evaluation of effects of processing on damage
susceptibility (see Figures 4-12 and 4-13).
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Figure 4-8. Damage test and shot fluence distribution data can be used to calculate expected damage
density.

Figure 4-9.  Different types of damage  tests give different information.
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Figure 4-10. Concentration of damaging defects exhibits power law (Weibull) dependence on
fluence. Above examples include effects of different types of fused silica, different types of
finishing, different test lasers.

Figure 4-11. A new damage performance database for NIF 3ω optics is being accumulated.  Lens,
diffractive optics, and debris shield substrates have been tested.  A similar database is needed for
KDP.

Agreement of predicted damage density determined from off-line testing with that observed
on Beamlet is reasonably good.  Figure 4-14 shows the two quantities used in the tripler
campaign for the Kodak lens.  There is an uncertainty of up to a factor of two in the expected
values due to the assumption that hot spots remain fixed in the beam over the shot history.

Deriving the intrinsic damaging defect density requires that the beamshape used be taken
into account since the damage susceptibility typically varies as a power of the fluence. In the
test situation, this entails accounting for the fact that a Gaussian test beam (raised to a high
exponent) has a smaller effective illuminated area than does the fluence itself. In evaluating
the expected operational effects, one has to account for the actual distribution of fluences over
the Beamlet or NIF beam. Another advantage of the new test-based formalism used here is
that it can easily be incorporated into sophisticated numerical system studies of propagation
through the FOA (see Figure 4-15).
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Figure 4-12. Low-fluence damage associated with Ceria polish removed by 600-nm etch. Etch-
reduced damage density by more than an order of magnitude at fluences less than 10 J/cm2, after
etch results similar to those for 01Z found previously.

Figure 4-13. Off-line tests aid determination of significant influences on damage behavior. FF lens
01 K and color separation grating were fabricated from“sister” substrates.

The damaging defect density can be used together with a description of damage growth
with repeated irradiation to estimate the fraction of an optic obscured by laser damage after a
sequence of laser shots (see Figure 4-16).  Preliminary experiments indicate that the diameter
of the damaged area scales with pulse fluence and the number of shots. Further theoretical and
experimental work is necessary to understand how the growth rate varies with environment
(vacuum vs air), substrate (fused silica, KDP, coated or uncoated), and type of damage. Larger
damage growth rates observed on Beamlet compared to off-line experiments imply a
corresponding reduction in lifetime if not ameliorated (see Figure 4-17). Beamlet data imply a
range of damage growth rates.
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Figure 4-14. Expected damage density on 3ω lens in34-cm Beamlet Tripler Campaign. √τ scaling of
fluence was assumed, off-line density adjusted for Beamlet fluence distribution, and Beamlet
density plotted at peak fluence. Expected damage density at peak fluence from Large Area Tester
(LAT) off-line tests (open markers) should be compared to Beamlet observed density (filled
markers).

Figure 4-15. Damage model can be included in sophisticated numerical FOA propagation
simulations. Actual fluence distribution varies in FOA due to surface roughness, diffractive optics,
and nonlinear diffraction.

The strategy for off-line damage testing requires testing at NIF-relevant 3ω fluences of 6–12
J/cm2 and over areas large enough to measure the low-probability tail of the damage
distribution that is most important for high-quality optics. The relevant area is 10 cm2 at the
larger fluences and 25 cm2 at the lower fluences for fused silica. A test area of about 50 cm2 is
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required to reliably observe the type of surface damage observed on the AR-coated KDP
tripler in the HDT2 Beamlet test.

In addition to the presently available LAT off-line tester, it is desirable to have a large beam
area test facility in which influences such as environment on damage initiation and growth can
be determined. A large beam facility is also desirable for damage testing of diffractive optics so
that many grating periods are illuminated.  Of the facilities available to the program (OSL, Slab
Lab, NOVA), Slab Lab appears the most practical since it offers both a relatively large beam
size (1-2 cm2 and 10 J at 3ω) and a high repetition rate (1 Hz).
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Figure 4-16. Damage density and growth rate can be used to estimate obscuration, and, with shot
history, lifetime.
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Figure 4-17. Highest Beamlet damage growth rate implies shorter lifetime than derived from
intrinsic rate. Differences presumably due to environmental and extrinsic factors.
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4.4  High-Fluence Operation of KD*P on Beamlet

4.4.1 Abstract

Recent high-fluence operation of a prototype final optics cell in the Beamlet FOA test mule
caused unacceptable damage to the KD*P tripler. The damage occurred on the output surface
of the crystal at approximately 50 sites, a few of which grew to cm scale after repeated
exposure to 3ω fluences of ~7.8 J/cm2 in a 3-ns-square pulse. This result contrasts sharply with
previous Beamlet experience in which AR-coated crystals tested in air, and uncoated crystals
tested in vacuum, sustained negligible surface damage at similar and higher fluences. A
question concerning the recent experiment involves the quality of the tripler AR coating,
which exhibited very poor transmission even prior to use; it remains to be determined if and
how this factor influenced the damage. Examination of high-resolution near-field photographs
reveals that at least some of the damage originated at small, as-yet unidentified precursors that
were visibly present on the very first (low-power) shot.

4.4.2  Introduction

There have been five high-fluence 3ω campaigns conducted on Beamlet, the chronology
and essential features of which are outlined in Table 4-5. The shot history of the average 3ω
fluences in these campaigns is plotted in Figure 4-18. The purpose of this report is to review
the various configurations and conditions of these tests and to summarize the results in the
context of KD*P surface damage. In addition to the full-aperture Beamlet tests, there have been
several subaperture tests of bare KDP and bare KD*P at high 3ω fluence in both air and
vacuum. These tests are summarized in Table 4-6. In all of the subaperture tests, post-test
visual and microscopic inspection of samples gave no definitive indications of laser-induced
surface damage, despite low levels of particulates and digs [4.4.1].
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Figure 4-18.  Shot fluence histories for the five high-fluence 3ω Beamlet campaigns:  (a) 32-cm
activation, (b) 37-cm activation, (c) MDT, (d) HDTI, and (e) HDTII. Squares, triangles, circles, and
diamonds denote pulse formats of 1-ns square, 1.7-ns square, 3-ns square, and 10-ns shaped,
respectively.
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Table 4-5.  Summary of Beamlet high-fluence 3ω campaigns (full aperture).

Campaign Date Beam size
cm2

Pulse # shots 3ω fluence*
J/cm2

Optics

32-cm THG activation 8/2/94
to

10/7/94

740 1 ns sq
3 ns sq

10 ns NIF

14
43
6

3.6
8.7
8.1

air

37-cm THG activation 3/16/95
to

4/3/95

1030 1 ns sq
1.7 ns sq
3 ns sq

12
7
27

2.7
4.3
8.1

air

Baseline changed to 1ω vacuum barrier, 1996
FOA test mule MDT 1/6/98

to
1/21/98

1030 3 ns sq 26 5.7 vacuum

FOA test mule HDTI 5/12/98
to

5/21/98

1030 3 ns sq 23 6.3 vacuum

FOA test mule HDTII 7/21/98
to

7/31/98

785 3 ns sq 23 7.8 vacuum

* maximum fluence in campaign, aperture-averaged at last component

Table 4-6.  Summary of high-fluence subaperture tests of bare KDP/KD*P.

Campaign Date Type Beam size
cm2

Pulse # shots 3ω fluence
J/cm2

Optics

Beamlet 1/9/96
to

2/2/98

N/1 ramp 55 3 ns Gauss.  LL6-15* 1
 LL6-16* 2

6.7
6.4

vacuum

Beamlet 8/8/96
to

8/19/96

N/1 ramp 85 3 ns Gauss.  LL1-18* 4 11.0 vacuum

OSL 3/24/97
to

5/27/97

N/1 ramp 0.4 3 ns Gauss.  KDP214  9
 DKDP11*  8
 LL6-56*  9
 KDP328  5

13.4
12.4
12.8
17.8

air

* deuterated material
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4.4.3.  Beamlet High-Fluence Tests at Air

The first Beamlet high-fluence 3ω campaigns were part of the initial system activation
experiments at 32-cm and 37-cm aperture [4.4.2] and were conducted with the frequency
conversion crystals and auxiliary UV optics fielded at standard atmospheric pressure. As
shown in Figure 4-17 and summarized in Tables 4-7 and 4-8, both the 32-cm and 37-cm THG
activation campaigns achieved aperture-averaged 3ω fluences of >8 J/cm2 in a 3-ns square
pulse, with 15 to 30 shots each at fluences > 6 J/cm2. In both cases, negligible surface damage
was observed on the KD*P triplers. In the configuration tested,  the doubler and tripler were
held by their corners in separate gimbals with a spacing between the crystals of 46 cm.
Auxiliary UV optics were a 35-mm thick fused-silica splitter located 78 cm downstream of the
tripler and a fused-silica beam expansion lens located a further ~700 cm downstream. Both the
32-cm and 37-cm tripler were newly finished crystals, with high-quality sol-gel AR coatings
applied shortly before the tests. The 32-cm tripler (80% LL6-14) was finished on 4/26/94,
processed and sol-gel AR coated on 6/22/94, and used from 8/2/94 to 10/7/94. This crystal
was also used with the same AR coating from 11/22/95 to 2/2/96 during the activation of the
focal plane diagnostic at very low fluence. Visual inspection data dated 10/3/94 and 11/22/95
claimed between 5 and 10 damage sites on the second surface of the crystal ranging from 100
µm to less than 500 µm in size [4.4.3]. Recent inspection on 9/19/98 identified ~14 sites less
than 200 µm in size plus several scratches.  The 37-cm tripler (80%LL1-12) was finished on
7/14/94, processed and AR coated on 2/22/95, and used from 3/16/95 to 4/3/95. Since that
time it has been reworked several times, on 4/1/96 and 2/20/97. Visual inspection data dated
3/31/95 and 9/27/95 identified no surface damage [4.4.4].
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Table 4-7. Summary of Beamlet 32-cm THG activation campaign.

Pinholes SHG THG ∆ ν τ1ω** E1ω* I1ω E3ω* η3ω F3ω

Shot Type µrad µrad (int) GHz ns J GW/cm2
J % J/cm2

B4080210 1ω, no crystals 200/200 30 1.0 991 1.34

B4082402 3ω 200/200 250 0 30 1.0 586 0.79 206 35.1 0.28

B4082411 3ω 200/200 250 0 30 1.0 1367 1.85 849 62.1 1.15

B4082414 3ω 200/200 250 0 30 1.0 1900 2.57 1372 72.2 1.85

B4083106 1ω, no crystals 200/200 30 1.0 1480 2.00

B4083110 3ω 200/200 250 -188 30 1.0 1656 2.24 979 59.1 1.32

B4083114 3ω 200/200 250 236 30 1.0 1923 2.60 1081 56.2 1.46

B4083119 3ω 200/200 200 0 30 1.0 1349 1.82 847 62.8 1.14

B4090107 3ω 200/200 250 0 30 1.0 2710 3.66 2030 74.9 2.74

B4090113 3ω 200/200 250 0 30 1.0 2362 3.19 1809 76.6 2.44

B4090119 3ω 200/200 200 0 30 1.0 3117 4.21 2129 68.3 2.88

B4090202 3ω 200/200 300 0 30 1.0 2614 3.53 1589 60.8 2.15

B4090206 3ω 200/200 225 0 30 1.0 3069 4.15 2369 77.2 3.20

B4090210 3ω 200/200 225 -45 30 1.0 3127 4.23 2461 78.7 3.33

B4090702 3ω 200/200 225 -50 30 3.0 3804 1.71 2412 63.4 3.26

B4090705 3ω 200/200 225 -50 30 3.0 4579 2.06 3201 69.9 4.33

B4090708 3ω 200/200 225 -50 30 3.0 4579 2.06 3210 70.1 4.34

B4090802 3ω 200/200 225 -50 30 3.0 5789 2.61 4440 76.7 6.00

B4090808 3ω 200/200 225 -50 30 3.0 5973 2.69 4599 77 6.22

B4090812 3ω 200/200 225 -50 30 3.0 6466 2.91 5037 77.9 6.81

B4090816 3ω 200/200 232 -50 30 3.0 7095 3.20 5719 80.6 7.73

B4090914 3ω 200/200 232 -50 30 3.0 7386 3.33 5901 79.9 7.97

B4091304 3ω 200/200 232 -50 30 3.0 5411 2.44 4020 74.3 5.43

B4091406 3ω 200/200 232 -50 30 3.0 6069 2.73 4588 75.6 6.20

B4091416 3ω 200/200 232 -50 30 3.0 5382 2.42 4010 74.5 5.42

B4091506 3ω 200/200 232 -50 30 3.0 5518 2.49 4061 73.6 5.49

B4091515 3ω 200/200 232 -50 30 3.0 5334 2.40 3920 73.5 5.30

B4091619 3ω 200/200 232 -50 30 3.0 4724 2.13 3293 69.7 4.45

B4091905 3ω 200/200 232 -50 30 3.0 5944 2.68 4303 72.4 5.82

B4091922 3ω 200/200 232 -50 30 3.0 5227 2.35 3800 72.7 5.14

B4092003 3ω 200/200 232 -50 30 3.0 5769 2.60 4229 73.3 5.71

B4092009 3ω 200/200 232 -50 30 3.0 5537 2.49 4020 72.6 5.43

B4092017 3ω 200/200 232 -50 30 3.0 5314 2.39 3890 73.2 5.26

B4092204 3ω 200/200 232 -50 30 3.0 6824 3.07 5173 75.8 6.99

B4092208 3ω 200/200 232 -50 30 3.0 6573 2.96 4903 74.6 6.63

B4092211 3ω 200/200 232 0 30 3.0 5614 2.53 4059 72.3 5.49

B4092214 3ω 200/200 232 -50 30 3.0 6157 2.77 4661 75.7 6.30

B4092304 3ω 200/200 232 -50 30 3.0 6418 2.89 4961 77.3 6.70

B4092308 3ω 200/200 232 -50 30 3.0 6563 2.96 4817 73.4 6.51

B4092312 3ω 200/200 232 -50 30 3.0 7347 3.31 5848 79.6 7.90

* 1ω energy at input to converter, 3ω energy at output of converter

** nominal pulse width
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Table 4-7. Summary of Beamlet 32-cm THG activation campaign (cont.).

Pinholes SHG THG ∆ ν τ1ω** E1ω* I1ω E3ω* η3ω F3ω

Shot Type µrad µrad (int) GHz ns J GW/cm2
J % J/cm2

B4092703 3ω, shaped 200/200 232 -50 30 10.0 7521  - 4430 58.9 5.99

B4092706 3ω, shaped 200/200 232 -50 30 10.0 7928  - 4654 58.7 6.29

B4092711 3ω, shaped 200/200 232 -50 30 10.0 7589  - 4614 60.8 6.24

B4092804 3ω, shaped 200/200 232 -50 30 10.0 8528  - 5270 61.8 7.12

B4092808 3ω, shaped 200/200 232 -50 30 10.0 9206  - 5800 63.0 7.84

B4092903 3ω, shaped 200/200 232 -50 30 10.0 9177  - 6002 65.4 8.11

B4092914 3ω 200/200 232 -50 30 1.0 3582 4.84 2590 72.3 3.50

B4093007 3ω 200/200 232 -50 30 1.0 3127 4.23 2452 78.4 3.31

B4093015 3ω 200/200 232 -50 30 1.0 3601 4.87 2650 73.6 3.58

B4093024 3ω 200/200 232 -50 30 1.0 4172 5.64 2620 62.8 3.54

B4093027 3ω 200/200 232 -50 30 1.0 3969 5.36 2639 66.5 3.57

B4100303 3ω 200/200 232 -50 30 3.0 3824 1.72 2329 60.9 3.15

B4100307 3ω 200/200 232 -50 30 3.0 4947 2.23 3453 69.8 4.67

B4100404 3ω 200/200 232 -50 30 3.0 5702 2.57 4180 73.3 5.65

B4100408 3ω 200/200 232 -50 30 3.0 5256 2.37 3642 69.3 4.92

B4100413 3ω 200/200 232 -50 30 3.0 6689 3.01 4950 74.0 6.69

B4100504 3ω 200/200 232 -50 30 3.0 7579 3.41 5760 76.0 7.78

B4100507 3ω 200/200 232 -50 30 3.0 7396 3.33 5621 76.0 7.60

B4100510 3ω 200/200 232 -50 30 3.0 7521 3.39 5799 77.1 7.84

B4100517 3ω 200/200 237 -40 30 3.0 7279 3.28 5707 78.4 7.71

B4100603 3ω 200/200 237 -40 30 3.0 7357 3.31 5702 77.5 7.70

B4100606 3ω 200/200 237 -40 30 3.0 7376 3.32 5731 77.7 7.74

B4100612 3ω 200/200 232 -40 30 3.0 8402 3.78 6428 76.5 8.69

B4100616 3ω 200/200 232 -60 30 3.0 7686 3.46 5872 76.4 7.94

B4100701 3ω 200/200 232 -35 30 3.0 8247 3.71 6218 75.4 8.40

B4100705 3ω 200/200 232 -50 30 3.0 7909 3.56 6042 76.4 8.17

B4100708 3ω 200/200 232 -50 30 3.0 7270 3.27 5511 75.8 7.45

B4100714 3ω 200/200 232 -50 30 3.0 8141 3.67 6114 75.1 8.26
* 1ω energy at input to converter, 3ω energy at output of converter

** nominal pulse width
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Table 4-8.  Summary of Beamlet 37-cm THG activation campaign.

Pinholes SHG THG ∆ ν τ 1ω** E1ω* I1ω E3ω* η3ω F3ω

Shot Type µrad µrad (int) GHz ns J GW/cm2
J % J/cm2

B5031615 3ω 200/200 249 -78 30 1.0 1094 1.06 475 43.4 0.46

B5031618 3ω 200/200 249 -78 30 1.0 1810 1.76 974 53.8 0.95

B5031703 3ω 200/200 249 -78 30 1.0 2691 2.61 1520 56.5 1.48

B5031706 3ω 200/200 249 -78 30 1.0 2817 2.73 1679 59.6 1.63

B5031710 3ω 200/200 249 -78 30 1.0 2488 2.42 1570 63.1 1.52

B5031713 3ω 200/200 202 -78 30 1.0 2672 2.59 2001 74.9 1.94

B5031802 3ω 200/200 202 -59 30 1.0 2817 2.73 2040 72.4 1.98

B5032003 3ω 200/200 202 -59 30 1.0 3572 3.47 2640 73.9 2.56

B5032006 3ω 200/200 227 -59 30 1.0 3185 3.09 2131 66.9 2.07

B5032010 3ω 200/200 177 -59 30 1.0 3524 3.42 2410 68.4 2.34

B5032013 3ω 200/200 192 -59 30 1.0 3969 3.85 2758 69.5 2.68

B5032102 3ω 200/200 212 -59 30 1.0 3727 3.62 2542 68.2 2.47

B5032203 3ω 200/200 202 -59 30 3.0 4124 1.33 2210 53.6 2.15

B5032206 3ω 200/200 202 -59 30 3.0 6108 1.98 3989 65.3 3.87

B5032210 3ω 200/200 202 -59 30 1.7 3746 2.14 2648 70.7 2.57

B5032214 3ω 200/200 202 -59 30 1.7 4579 2.62 3219 70.3 3.13

B5032302 3ω 200/200 202 -59 30 1.7 5673 3.24 4073 71.8 3.95

B5032305 3ω 200/200 202 -59 30 1.7 6399 3.65 4319 67.5 4.19

B5032308 3ω 200/200 202 -59 30 1.7 5305 3.03 3751 70.7 3.64

B5032325 3ω 200/200 202 -59 30 1.7 6195 3.54 4107 66.3 3.99

B5032408 3ω 200/200 192 -59 30 1.7 6389 3.65 4453 69.7 4.32

B5032413 3ω 200/200 192 -59 30 3.0 7328 2.37 5108 69.7 4.96

B5032416 3ω 200/200 197 -59 30 3.0 8664 2.80 6169 71.2 5.99

B5032419 3ω 200/200 187 -59 30 3.0 9022 2.92 6532 72.4 6.34

B5032702 3ω 200/200 202 -59 30 3.0 7541 2.44 5143 68.2 4.99

B5032705 3ω 200/200 197 -109 30 3.0 8567 2.77 6057 70.7 5.88

B5032709 3ω 200/200 197 -8 30 3.0 7531 2.44 5068 67.3 4.92

B5032714 3ω 200/200 202 -59 30 3.0 8857 2.87 6253 70.6 6.07

B5032809 3ω 200/200 207 -59 30 3.0 9128 2.95 6271 68.7 6.09

B5032813 3ω 200/200 202 -59 30 3.0 10067 3.26 6946 69.0 6.74

B5032816 3ω 200/200 207 -59 30 3.0 11519 3.73 7315 63.5 7.10

B5032819 3ω 200/200 243 -59 30 3.0 10745 3.48 5867 54.6 5.70

B5032902 3ω 200/200 187 -59 30 3.0 11713 3.79 8328 71.1 8.09

B5032908 3ω 200/200 172 -59 30 3.0 10551 3.41 7491 71.0 7.27

B5032911 3ω 200/200 152 -59 30 3.0 9448 3.06 6736 71.3 6.54

B5033003 3ω 200/200 131 -59 30 3.0 10938 3.54 7427 67.9 7.21

B5033006 3ω 200/200 179 -59 30 3.0 11132 3.60 7971 71.6 7.74

B5033009 3ω 200/200 179 -185 30 3.0 10842 3.51 7622 70.3 7.40

B5033012 3ω 200/200 179 93 30 3.0 10067 3.26 5879 58.4 5.71

B5033102 3ω 200/200 179 -107 30 3.0 10164 3.29 7196 70.8 6.99

B5033105 3ω 200/200 179 -107 30 3.0 10938 3.54 7897 72.2 7.67

B5033108 3ω 200/200 179 -107 30 3.0 7860 2.54 5659 72.0 5.49

B5040302 3ω 200/200 179 -107 30 3.0 5305 1.72 3379 63.7 3.28

B5040305 3ω 200/200 179 -107 30 3.0 6302 2.04 4342 68.9 4.22

B5040308 3ω 200/200 179 -107 30 3.0 7550 2.44 5157 68.3 5.01

B5040311 3ω 200/200 179 -107 30 3.0 9486 3.07 6318 66.6 6.13
* 1ω energy at input to converter, 3ω energy at output of converter

** nominal pulse width
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4.4.4 Beamlet High-Fluence Tests at Vacuum: MDT, HDTI

With the change in the NIF baseline to a 1ω vacuum barrier in 1996, subsequent high-
fluence campaigns on Beamlet were conducted with the frequency converter crystals and the
fused-silica 3ω optics located in the vacuum environment of the Beamlet FOA test mule. The
first campaign in this series tested a NIF-like FOC for 20 shots at an average fluence of 5.1
J/cm2 [4.4.5], and generated the first laser-induced surface damage to KD*P observed on
Beamlet. The shot summary for this campaign is provided in Table 4-9. The cell contained an
11-mm KDP doubler (328-4), a 9.5-mm KD*P tripler (80%LL1-12), and a medium damage
threshold lens (MDT 02T) in a close-packed arrangement with a crystal-to-crystal spacing of 30
mm and crystal-to-lens spacing of 20 mm. All of the components in the cell were sol-gel AR
coated. On-line inspection of the components was performed after the 7th and 18th shots. A
visual inspection map of the components after the 7th shot and dated 1/13/98 (Figure 4-18)
identified at least five damage sites on the second surface of the tripler that had clearly spalled
debris on the input surface of the lens. Micrographs of one of the sites showed it was 500 µm in
diameter; the same site photographed after eleven subsequent shots at 5 J/cm2 had grown to
750 µm. Visual inspection data prior to the campaign indicated the presence of small “random
pits” on the output surface [4.4.6], but the data is of insufficient quality to identify these as
precursors to the damage.

Table 4-9.  Summary of Beamlet MDT campaign.

Pinholes SHG THG ∆ ν fwhm E1ω* I1ω E3ω* η3ω F3ω

Shot Type µrad µrad (int) GHz ns J GW/cm2
J % J/cm2

B8010602 1ω, calibration 200/150 -1100 1100 30 931 0 0.0 0.00

B8010605 1ω, calibration 200/150 -1100 1100 30 3.24 996 0.30 0 0.0 0.00

B8010702 2ω, calibration 200/150 0 1100 30 3.04 1046 0.33 0 0.0 0.00

B8010802 2ω, calibration 200/150 0 1100 30 3.18 1022 0.31 0 0.0 0.00

B8010805 3ω, ramp 200/150 -240 0 30 3.39 2405 0.69

B8010808 3ω, ramp 200/150 -240 0 30 3.36 2356 0.68

B8010903 3ω, ramp 200/150 -240 200 30 3.36 2372 0.69 781 32.9 0.76

B8010907 3ω, ramp 200/150 -240 200 30 3.37 3561 1.03 1637 46.0 1.59

B8010910 3ω, ramp 200/150 -240 200 30 3.34 3776 1.10 1799 47.6 1.75

B8011203 3ω, ramp 200/150 -240 200 30 3.39 4459 1.28 2354 52.8 2.29

B8011207 3ω, ramp 200/150 -240 200 30 3.39 5921 1.70 3641 61.5 3.53

B8011303 3ω, ramp 200/150 -240 200 30 3.39 6786 1.94 4383 64.6 4.26

B8011307 3ω 200/150 -240 200 30 3.32 7685 2.25 5196 67.6 5.04

B8011402 3ω 200/150 -240 200 30 3.39 7450 2.13 5055 67.9 4.91

B8011405 3ω 200/150 -240 200 30 3.41 8142 2.32 5656 69.5 5.49

B8011408 3ω 200/150 -240 200 30 3.39 7447 2.13 5055 67.9 4.91

B8011503 3ω 200/150 -240 200 30 3.43 7581 2.15 5090 67.1 4.94

B8011508 3ω 200/150 -240 200 30 3.39 7923 2.27 5338 67.4 5.18

B8011513 3ω 200/150 -240 200 30 3.39 7730 2.21 5196 67.2 5.04

B8011062 3ω 200/150 -240 200 30 3.44 8628 2.44 5974 69.2 5.80

B8011605 3ω 200/150 -240 200 30 3.41 7766 2.21 5303 68.3 5.15

B8011608 3ω 200/150 -240 200 30 3.43 7745 2.19 5267 68.0 5.11

B8012003 3ω 200/150 -240 200 30 3.36 8557 2.47 5939 69.4 5.77

B8012006 3ω 200/150 -240 200 30 3.43 7570 2.14 5161 68.2 5.01

B8012105 3ω 200/150 -240 200 30 3.41 8105 2.31 5585 68.9 5.42

B8012109 3ω 200/150 -240 200 30 3.44 7641 2.16 5232 68.5 5.08

B8012112 3ω 200/150 -240 200 30 3.41 7809 2.22 5409 69.3 5.25

* 1ω energy at input to converter (corrected for ASE), 3ω energy at ouput of last optic
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Figure 4-18.  Visual inspection map of the components after the 7th shot in the Beamlet MDT
campaign. At least five damage sites on the second surface of the tripler were identified (enclosed in
circles).

The tripler used in the MDT campaign was the same crystal used in the 37-cm THG
activation campaign, but in this case it was not a newly finished and AR-coated crystal. The
crystal was reworked on 2/20/97, processed, and sol-gel coated on 6/29/97, used from
7/15/97 to 8/29/97 in the first phase of the FOA test mule experiments, and then reused from
1/6/8 to 1/23/98 in the MDT campaign. By the end of the MDT campaign, the crystal had had
the same AR coating for 11 months. The 3ω transmission through the crystal after coating was
95.2%, consistent with expected transmission values for the 3ω AR coating on S2 and the
1ω/2ω compromise AR coating on S1. By the end of the MDT campaign, the aperture-averaged
3ω transmission through the crystal had decreased to 90.2%. Part of this loss may be attributed
to the operation of the sol-gel coating in vacuum. For example, data has been obtained on
Beamlet that clearly shows how exposure to the vacuum environment of the test mule
modified the AR properties of a sol-gel coating on a fused silica window [4.4.7]. Another
potential area of concern that remained undiscovered until several months after this campaign
was due to an error in the design of the prototype cell, which provided only a small cross
sectional area (~0.02 cm2) for evacuating the volume between the tripler and the lens.
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The first tests of high damage-threshold (HDT) silica components occurred in Beamlet
HDTI. The goal of HDTI was to test a NIF-like FOC and debris shield at 6 J/cm2 for 20 shots,
and then proceed to HDTII for full-fluence testing of an integrated final optics package with
diffractive optics plates (DOPs). The FOC configuration in HDTI was the same as that used in
the MDT campaign, except for the use of a rapid-growth doubler (RG8B-2) and an HDT lens
(04T). The shot sequence for this campaign, summarized in Table 4-10, consisted of a five-shot
ramp followed by eight shots at 6 J/cm2. The system was then vented for a visual inspection of
the optics and to obtain photomicrographs of selected damage sites. Photographs showed that
the tripler site documented as 750 um in size at the end of the MDT campaign had grown to
1.5 mm. Prior to resuming the campaign, a debris shield (DS02B) was installed 42.4 cm
downstream of the lens. The debris shield was to be tilted 22° from normal incidence to ensure
that its reflection did not enter the FOC, however the correct tilt was not verified, and there is
indirect evidence that suggests it was not achieved.  On the seventh shot at 6 J/cm2 following
the installation of the debris shield, massive damage occurred on the output surface of the
tripler and input surface of the lens. An extensive investigation uncovered several aspects of
the experiment that were potential problems, including the poor evacuation of the volume
between the tripler and the lens, aluminum contamination on several samples of the output
surface of the tripler, and a discoloration of the output surface of the FOC not covered by the
cap flange, suggestive of laser exposure. In spite of the large amount of data from this analysis,
the source of the damage remains unproven. Additional details are provided in Appendix B.

4.4.5  Beamlet High-Fluence Tests at Vacuum: HDTII
The purpose of HDTII was to test a NIF-like final optics configuration at high fluence while

avoiding the type of unexpected damage encountered in HDTI. Several steps were taken to
improve previous test conditions and maximize the chance of success. Uncertainty about
whether laser exposure of the compliant element in the FOC was a contributor to the HDTI
damage lead to the reduction of this material in the cell from 430 cm to 18 cm, the bare
minimum required to hold the optics in place. This had the additional effect of increasing the
cross-sectional area for evacuating the volume between the tripler and lens to 4.5 cm2. For
HDTI, the FOC and IOM components were CO2 spray-cleaned and ethanol wiped prior to
assembly. For HDTII, the FOC and IOM components were washed in a commercial detergent
and high-pressure rinsed with water in a cleaning procedure designed to simulate NIF as
closely as possible, and then baked overnight at 200°C in a nitrogen-purged oven (the FOC
itself was not baked). Unfortunately, this procedure failed to yield acceptable cleanliness as
evidenced by a black residue on swipes of the parts after the bake out. Analysis of the residue
identified metal silicates, suggestive of detergent. Subsequent cleaning of each part up to five
times using a lint-free cloth soaked with ethanol was required to remove this residue
(subsequent tests on other parts indicate this ethanol procedure may have recontaminated the
baked parts with plasticizers and a bacteriocide [4.4.8]). Inside the FOA test mule, special care
was taken to ensure that the numerous back-reflections and ghosts from the debris shield and
DOPs were blocked or absorbed. The beam dumps for this purpose, with the exception of
those on the inside of the FOC and cap flange, were fashioned from NG-absorbing glass held
onto aluminum backing plates with clips. The absorbing glass on the inside of the FOC and
cap flange was held in place with Torr Seal, as was the case in HDTI. Another difference
between experiments was the beam size, which was scaled down to 30 cm for HDTII to
provide a large unexposed region on the optics for post campaign testing. The shot summary
for this campaign is shown in Table 4-11.
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Table 4-10. Summary of Beamlet HDTI campaign.

As shown in Figure 4-17, the first part of HDTII consisted of an eight-shot ramp to 7 J/cm2

followed by two shots at ~7.8 J/cm2, which is the calculated 3-ns equivalent to the Beamlet
milestone fluence of 8.4 J/cm2 in 3.5 ns, assuming damage threshold scales as the square-root
of the pulse length. The FOC was fielded alone in this part of the campaign, with the same
doubler used in HDTI (RG8B-2), a conventional-growth tripler (80% LL6-11), and a high-
damage threshold fused-silica lens (01K). After the first ten shots, the FOC optics were
inspected, and two DOPS (DS02K and 04K) and a debris shield (DS02B) were installed. The
two DOPs were mounted in a dual-slot aluminum bezel using nylon-tipped set screws, with a
spacing between the plates of ~1.5 cm. The debris shield was mounted in the second slot of a
similar package that was clamped to the back of the first, positioning the debris shield ~3 cm
downstream of the second DOP. The DOP and debris shield holders were cleaned with the
same procedure used on the FOC and IOM parts, but not baked. The spacing between the lens
and the first DOP was 42.4 cm. All of the plates were tipped 22° from normal incidence. After
six shots, the DOPs and debris shields were removed, and the FOC optics were inspected a
second time. While a second debris shield was being prepared for testing, three additional
shots were fired through the FOC at an average fluence of 6.3 J/cm2. The second debris shield
(DS03K) was then installed, and four shots were fired at ~7.6 J/cm2 to obtain a comparative
baseline for the DOP tests. The shot summary for this series is provided in Table 4-7.
Throughout the campaign, the uncertainty in the 3ω fluence at the output of the tripler
increased with the uncertainty in the transmission through the downstream optics.

Pinholes SHG THG ∆ ν fwhm E1ω* I1ω E3ω* η3ω F3ω

Shot Type µrad µrad (int) GHz ns J GW/cm2
J % J/cm2

B8051206 3ω, ramp 200/150 -250 0 30 3.02 3264 1.05 1476 45.2 1.43

B8051209 3ω, ramp 200/150 -250 0 30 3.13 3883 1.20 1975 50.9 1.92

B8051218 3ω, ramp 200/150 -250 0 30 3.15 6028 1.86 3875 64.3 3.76

B8051333 3ω, ramp 200/150 -250 0 30 7882 5382 68.3 5.23

B8051405 3ω 200/150 -250 0 30 3.13 8995 2.79 6348 70.6 6.16

B8051412 3ω 200/150 -250 0 30 3.18 8878 2.71 6210 69.9 6.03

B8051419 3ω 200/150 -250 0 30 3.17 8317 2.55 5775 69.4 5.61

B8051422 3ω 200/150 -250 -100 30 3.17 8913 2.73 6423 72.1 6.24

B8051506 3ω 200/150 -250 -200 30 3.20 8704 2.64 5021 57.7 4.88

B8051511 3ω 200/150 -250 -100 30 3.18 8517 2.60 6147 72.2 5.97

B8051515 3ω 200/150 -220 -70 30 3.17 8793 2.69 6200 70.5 6.02

B8051804 3ω 200/150 -280 -70 30 3.17 8952 2.74 6189 69.1 6.01

B8051809 3ω 200/150 -250 -70 30 3.20 8389 2.55 5934 70.7 5.76

B8051905 3ω, DS 200/150 -250 -70 30 3.17 8917 2.73 6327 71.0 6.14

B8051909 3ω, DS 200/150 -250 -70 30 8982 5977 66.5 5.80

B8051916 3ω, DS 200/150 -250 -70 30 3.17 8110 2.48 5690 70.2 5.52

B8051923 3ω, DS 200/150 -250 -70 30 3.15 7404 2.28 5117 69.1 4.97

B8052004 3ω, DS 200/150 -250 -70 30 3.15 8717 2.69 6189 71.0 6.01

B8052009 3ω, DS 200/150 -250 -70 30 3.17 8494 2.60 5966 70.2 5.79

B8052014 3ω, DS 200/150 -250 -70 30 3.20 8694 2.64 5966 68.6 5.79

B8052018 3ω, DS 200/150 -250 -70 30 3.18 8557 2.61 5510 64.4 5.35

B8052101 3ω, DS 200/150 -250 -70 30 3.17 9184 2.81 5955 64.8 5.78

B8052109 3ω, DS 200/150 -250 -70 30 3.13 8575 2.66 5085 59.3 4.94

B8052113 1ω, calibration 200/150 -1075 -1040 30 3.11 2956 0.92 0 0.0 0.00

B8052117 1ω, calibration 200/150 0 -1040 30 3.18 2889 0.88 124 4.3 0.12
* 1ω energy at input to converter (corrected for ASE), 3ω energy at output of last optic
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Table 4-11.  Shot summary of Beamlet HDTII campaign.

At the conclusion of the HDTII campaign, the tripler by visual inspection had 47 damage
sites, the largest being 2.5 cm in diameter (see Figure 4-19). Of these, 43 were on the output
surface of the crystal; the four on the input surface were all less than 150 µm in size. Figure
4-20 shows how the size of four of the largest sites on S2 evolved over the course of the
campaign. The measurements were obtained from photographs of the 3ω beam taken with the
focal plane diagnostic high-resolution near-field camera imaging the plane of the lens [4.4.9].
To interpret the data it was assumed that the mechanics of the damage growth occur on time-
scales that are long compared to the 3-ns exposure of the photographs, and thus that the
damage measured in a given photograph is representative of the size of the site after the
previous shot. Tracing the four largest sites back in time, it was possible to determine that they
each originated from small ~100- µm features that were visible in the very first photograph.
These small features remained essentially unchanged for the first few shots of the ramp and
did not begin to grow until the fluence reached ~4 J/cm2. For the first ten shots, the growth
behavior of the four sites was essentially the same. No data was analyzed for the period of
time in which the DOPS were installed, but after the DOPS were removed, two of the sites
showed a greatly increased growth rate. The rapid growth rate appeared to be related to
cracks emanating from these sites, while the lower growth rate sites exhibited more stable,
well-defined pit morphologies.

Pinholes SHG THG ∆ ν fwhm E1ω* I1ω E3ω* η3ω F3ω

Shot Type µrad µrad (int) GHz ns J GW/cm2
J % J/cm2

B8072102 3ω ramp 200/150 -250 0 30 3.17 3009 1.22 1567 52.1 2.01

B8072105 3ω ramp 200/150 -250 0 30 3.13 3559 1.46 1985 55.8 2.55

B8072201 3ω ramp 200/150 -250 0 30 3.08 4434 1.85 2780 62.7 3.56

B8072205 3ω ramp 200/150 -250 0 30 3.17 5072 2.05 3292 64.9 4.22

B8072208 3ω ramp 200/150 -250 0 30 3.15 5866 2.39 3835 65.4 4.92

B8072214 3ω ramp 200/150 -290 0 30 3.08 7108 2.96 4765 67.0 6.11

B8072303 3ω ramp 200/150 -295 150 30 3.06 8108 3.40 4034 49.7 5.17

B8072306 3ω ramp 200/150 -295 -150 30 3.13 7657 3.14 5361 70.0 6.87

B8072309 3ω 200/150 -295 -150 30 3.15 8907 3.63 6092 68.4 7.81

B8072313 3ω 200/150 -295 -150 30 3.11 8946 3.69 5956 66.6 7.64

B8072502 3ω ramp, DOP 200/150 -310 -200 30 3.13 5164 2.12 2947 57.1 3.78

B8072507 3ω ramp, DOP 200/150 -310 -200 30 3.11 7022 2.89 4253 60.6 5.45

B8072510 3ω, DOP 200/150 -295 -150 30 9078 5204 57.3 6.67

B8072704 3ω, DOP 200/150 -280 -100 30 3.03 9676 4.09 4817 49.8 6.18

B8072707 3ω, DOP 200/150 -310 -100 30 3.11 9110 3.76 5194 57.0 6.66

B8072711 3ω, DOP 200/150 -310 -100 30 3.10 9123 3.77 4567 50.1 5.85

B8072903 3ω 200/150 -310 -200 30 3.13 7247 2.97 4932 68.1 6.32

B8072906 3ω 200/150 -310 -200 30 3.11 7146 2.95 4911 68.7 6.30

B8072909 3ω 200/150 -310 -200 30 3.15 7179 2.92 4891 68.1 6.27

B8073002 3ω, DS 200/150 -310 -200 30 3.04 8782 3.70 5716 65.1 7.33

B8073102 3ω, DS 200/150 -340 -200 30 3.13 8865 3.63 5685 64.1 7.29

B8073105 3ω, DS 200/150 -340 -200 30 3.13 8991 3.68 5653 62.9 7.25

B8073108 3ω, DS 200/150 -310 -200 30 3.17 9578 3.87 5789 60.4 7.42
* 1ω energy at input to converter (corrected for ASE), 3ω energy at output of last optic
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SN

Figure 4-19. Photograph of the HDTII tripler taken with the damage mapping system at the end of the
campaign, showing 47 damage sites, the largest being 2.5 cm in diameter.

Figure 4-20.  Damage growth of four sites on the output surface as measured from high-resolution 3ω near-
field photographs. Data was not analyzed for shots with the diffractive optics plates installed.
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Like the MDT and HDTI campaigns, the KD*P tripler used in HDTII was not a newly
finished and coated crystal. It was first finished on 12/15/96, refinished, coated but never
deployed in 2/97, refinished again on 5/15/98, processed and sol-gel AR-coated on 5/21/98,
and used from 6/18/98 to 6/25/98 in the FOA test mule for the Beamlet CEA experiments
[4.4.7]. As shown in Figure 4-21, the aperture-averaged 3ω transmission through the crystal
prior to use was only 89%, which is approximately 6% lower than expected. Following the
CEA experiments, the crystal was washed with toluene, and the transmission measured at
85.5% on 7/15/98. A small area of the crystal was damage tested to > 10 J/cm2 on 7/16/98, at
which time microscopy revealed that there were line defects on the surface of the crystal
similar to those observed on LL1-12 after HDTI (see appendix), but limited to isolated regions
comprising about 10% of the total area. After the experiment, these line defects covered most
of the input and output surfaces of the crystal.

80% 95%

(a)

(b) (c)

Figure 4-21. Scanning photometer measurements of 3ω transmission through the HDTII tripler (a)
after sol-gel coating and prior to use, (b) after CEA experiments and toluene cleaning, and (c) after
HDTII. Aperture-averaged transmissions are 88.8%, 85.4%, and 84.9%, respectively.
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4.4.6  Conclusion

Laser-induced surface damage of KD*P was first observed at NIF fluences during the
Beamlet tests of prototype FOCs in vacuum conducted this past year. The damage in the
Beamlet tests occurred on the output surface of the crystals, and grew rapidly to very large
size in the case of HDTII. At least some of the damage in HDTII originated at small
unidentified defects that were visible on the very first shot.  In all of the tests, the sol-gel AR
coatings on the crystals were of very poor quality, with 3ω transmissions that were 5 to 10%
lower than expected for new coatings.  Large-area surface damage was limited to HDTI.
Initiation and growth of surface damage was observed in all three high-fluence test mule
campaigns.
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4.5  Optics Damage

4.5.1  Fused Silica Damage

4.5.1.1  Purpose

The original purpose of the high-fluence 3ω campaigns that occurred in January through
July 1998 was fourfold:

1. To demonstrate the full-aperture damage performance of prototype NIF fused silica optics
manufactured with current vendor finishing capabilities.  In most cases, the optics made
for these tests were not made using the final manufacturing equipment expected to be used
for NIF production, although the processes were close enough that they had been qualified
for NIF optic production.

2. To compare damage performance measured in off-line tests with that produced during
Beamlet tests.  The data of interest includes damage site concentration and damage site
growth rate.  Both of these parameters would be measured as a function of fluence.

3. To evaluate the evolving model for predicting optical damage evolution under NIF-like
conditions based on data obtained in off-line tests.

4. To evaluate the performance of an integrated final optics package including interactions
between the tripler, lens, diffractive optic plates, and the debris shield.  Primary
interactions expected included beam modulation from upstream optics and contamination
from damage to adjacent optical surfaces.

The damage performance of 3ω fused silica optics was evaluated in four different
campaigns during 1998. The optics used and a summary of the shot programs are provided in
Table 4-12.  The final campaign, High Damage Threshold test 2 (HDT2) included a test of the
full integrated optics package.  HDT2 is the focus of the present report, but the other
campaigns will be described when relevant.  The campaign had four phases, a–d.  The fluence
programs are described in Table 4.12, and the optics configurations are shown in Figure 4-22.



4-41

Table 4-12.  Fused silica optics used in 1998 Beamlet 3ω Mule campaigns.

Campaign Fluence program Optic

# pulses tau fluence J/cm2

ramp main ns average highest RFL DOP1 DOP2 DS

MDT 6 20 3 5.1 5.7 02T
Tripling 38 1.5 2.5 4 01K
HDT1 a 3 10 3 5.1 6.3 04T

b 10 3 5.6 6.2 04T 02B
HDT2 a 8 2 3 5.1 7.8 01K

b 2 4 3 7.1 8.6 01K 02K 04K 02B
c 4 3 6.3 6.3 01K
d 4 3 7.6 7.7 01K 03K

KDP
Crystals

 Focus 
Lens Debris shield

DOP1: CSG/BSG 

1ω vacuum
 window

Top view

DOP2: KPP/bare

KDP
Crystals

 Focus 
Lens Debris shield:  (d) only

1ω vacuum
 window

Top view

   HDT2

(a) FOC
(c) FOC
(d) FOC w/DS

(b) Integrated
     test

(all plates 22o)

Figure 4-22. Four optical configurations used to test the FOC and the integrated optics package.

4.5.1.2 Summary of Optics Used

A high-quality 3ω polished focus lens, two debris shields, and two diffractive optics plates
were evaluated as part of the July HDT2 campaign. The HDT2 shot program is summarized in
Figure 4-23.  The lens (RFL01K) had been tested off-line and had been used, and lightly
damaged, in the earlier Beamlet frequency tripling campaign (April 16–30, 1998) with low
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fluence shots.  This lens was used for the entire HDT2 campaign, which consisted of 23 shots
ranging in fluence from 2 to 8.5 joules/cm2 at the lens surface, 3-ns square pulse. For the six-
pulse integrated test during HDT2, a debris shield (DS02B) was used that had been previously
damaged during the final 10 pulses of the HDT1 campaign (see Table 4.12).  The two
diffractive optics plates (DS02K and DS04K) used in the integrated test had not been
previously illuminated.  During the final four pulses of the HDT2 campaign, another
previously unexposed debris shield (DS03K) was exposed.  For the HDT2 lens and debris
shield that had been used on Beamlet prior to the campaign, the optics were stripped and
recoated prior to installation.
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Figure 4-23. Fluences used in the four phases of HDT2.

4.5.1.3  Experimental Techniques

4.5.1.3.1  In-chamber microscopy

In-situ damage characterization of the focus lens during the MDT and HDT Beamlet
campaigns employed the use of a CCD camera and microscope to record images of laser-
induced damage.  Initially, two cameras were used to record images at ~3- and ~9-mm field of
view (FOV) without repositioning the microscope during the mapping process. By the end of
the campaigns, a ~6-mm FOV system was converged upon that made finding of individual
damage sites simple while still maintaining the necessary resolution. An Infinity K2 long-
working-distance single-camera microscope was used in this effort.  A working distance of 30
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cm provided for a safe margin between the camera and the sample. The microscope assembly
was bagged for cleanliness and mounted on a X–Y rail system for coordinate measurements.
All images were taken from the output side of the lens. The lens was also lit from the output
side using an intense fiber light was held close to the damage, diffusely scattering light into the
camera. The light source was positioned to minimize CCD saturation and background noise.
Damage position (X–Y coordinate plus front, rear, or bulk), diameter, and morphology were
recorded for each site measured.  The origin of the X–Y coordinate system was at the largest
recognizable site.

During the HDT2 campaign, the system was vented twice for in-situ inspections. The first
inspection was after the initial 10 pulses on the lens. Thirty-three sites were photographed at
that time.  The second inspection was after the 6-pulse integrated test campaign. That
inspection photographed 30 sites.

4.5.1.3.2  Surface mapping

Silica optics were characterized before and after each Beamlet campaign and each off-line
test, using a Defect Mapping System (DMS).  This system uses fiber optic light bars to
internally illuminate the optic through the four edges. A full aperture image of the optic was
taken using a megapixel CCD camera.  The system allowed detection of defects as small as
10 µm over the full 39- × 39-cm optic.  Due to blooming of the defects in the image, it is not
possible to resolve the size or features or the individual defect/damage sites directly from the
megapixel map.  After identification of defects in the image, a long focal length microscope is
used to photograph individual sites. The resolution of the micrographs is ~5 µm.

4.5.1.3.3  Laser damage tests

Many of the Beamlet FOA fused silica optics were tested off line either before or after use in
the Beamlet FOA.  All tests were performed in the 3ω test facility in B165.  The test facility is
similar to B391 Plato facility used for large-area laser conditioning studies, except that the 3ω
facility is in a cleanroom and is dedicated to 3ω testing.  Damage tests are made by raster-
scanning several regions of the optic at different fluences.  A typical test would involve
scanning seven areas of 20 cm2 each at 3-ns equivalent fluences of 2, 4, 6, 8, 10, 12, and
14 J/cm2.  The laser used is a commercial Nd:YAG system.  The beam is Gaussian with a 1/e2

diameter at the sample plane of 1–1.6 µm.  The rep-rate is 10 Hz, and the pulselength is 6–8 ns.
Step increments in the raster-scan are specified as the beam at a given fraction of the peak
fluence. For example, a scan increment corresponding to the 90% peak beam diameter would
be ~0.2 µm.

After scanning areas at the specified fluences, the DMS system was used to map and count
the number of damage sites created during the test.  Additional inspections with a microscope
were used to determine the location of individual damage sites (front, rear, bulk).  Damage
concentrations for each test region were calculated after correcting the scan size for the
effective beam area.  The effective beam area was calculated based on a Weibull statistical
analysis developed by M. Feit.
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4.5.1.3.4  Fluence distributions

Fluence distributions were measured during the Beamlet campaigns using scientific-grade
CCD cameras with a spatial resolution of ~1 µm.  The depth of field of the camera is ~2 m.  For
experiments involving only the FOC (doubler, tripler and focus lens), the fluence distribution
measured by the standard near-field diagnostic may provide a good approximation of the
fluence distribution at the surfaces of the optics of interest (tripler and lens). For subcampaigns
where additional optics were present (DOPs or debris shield), the beam profile can be
expected to change significantly as the beam propagates through the mule, particularly if
damage is occurring in the optics.  In these cases, the standard near field does not provide
suitable information to describe the fluence seen by individual optics.  It is clear from
inspection of damage patterns seen on the optics, particularly the DOPs and debris shield, that
the fluence distribution was changing significantly over distances of only a few cm.  Features
seen on one surface are found to be shifted spatially (vertical lines on DOPs and debris shield)
or to have changed sharpness (feature on top north corner of KPP and debris shield) from one
optic to the next. Differences in the optical performance the optics is also apparent from the
post-campaign photometry maps.

For most pulses, a film camera was used to obtain higher-resolution near field (HRNF)
fluence distributions in the mule. For this camera, the depth of field was ~0.2 m, and the
resolution was ~85 microns. For all pulses except the 6-pulse “integrated FOA” campaign, the
HRNF camera imaged the lens plane. During the integrated FOA campaign, which included
the two DOPs and the debris shield, the focal plane of HRNF camera was moved to the debris
shield.  A comparison of profiles from the standard and high-resolution near-field diagnostics
should be made to evaluate the quality of the fluence distribution data.

One of the objectives of the Beamlet high-fluence 3ω campaigns was to compare the
measured damage performance with the performance predicted from off-line damage tests of
the individual components.  An accurate comparison requires knowledge of the fluence
distribution at each optic.  The concentration of laser damage sites on an optic follows a strong
power dependence on the fluence (C = Fm, where m varies from 2 to 22).  In general, the
density of damage of an optic can be expected to change by about one order of magnitude for
a fluence change of about 2 J/cm2. The fluence peaks therefore have a very strong influence on
the average damage density, and therefor the lifetime, of the optic.  The damage density
predicted from off-line tests can always be expected to underestimate the measured damage
performance on Beamlet if the Beamlet fluence distribution used in the prediction is not
accurate at the plane of the optic, that is, the peak fluences are averaged over several optics.

4.5.1.4  Results (not interpretation)

4.5.1.4.1  Focus lens RFL01K
Background
RFL01K was manufactured by Kodak and delivered in February 1998.  Details of the

finishing process are proprietary and are described in other documents. Off-line damage tests
of RFL01K were performed in May 1998.  The damage density data obtained from those tests
are summarized in Figure 4-24.  Lens 01K was damage tested at 355 nm using a large-aperture
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raster scanning facility in Building 165 (1-mm-diam beam).  The lens was scanned at fluences
ranging from 2 J/cm2 to 14 J/cm2, 3 ns, on a cumulative surface area of 140 cm2. A DMS map of
finishing defects and laser damage was made before and after the damage test.  The after
damage test DMS map indicated 164 artifact sites including laser damage and finishing
defects. A complete report of the test is available. [4.5.1]
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Figure 4-24.  Results from off-line 3ω damage testing of lens 01K prior to installation on Beamlet.
The defect concentration plot shows the contributions from the front and rear surfaces.  The open
symbols indicate the detection limit for the scan (i.e., concentration if one damage site was detected).

The lens was sol-gel coated with a 3ω AR and used for frequency tripling experiments in
April 1998.  Mapping of the lens following that campaign identified 545 artifact sites within the
beam aperture.  Microscopy of a 20% sampling of the artifacts indicated the following
distribution of site locations:  190 on front surface, 20 in bulk, and 335 on rear surface. Note
that 164 of the artifact sites were present prior to the Beamlet tripling campaign.   The largest
damage site on the lens had a diameter of 2.35 mm.  This site was initiated during the off-line
test and had a diameter of 0.95 µm prior to installation for the tripling campaign.

Most of the 20 bulk sites identified after the Tripling campaign showed no evidence of bulk
damage at that time.  However, most had created rear-surface damage sites due to
modulation.

After DMS mapping of the Tripling campaign damage, but prior to use in the HDT2
campaign, the sol-gel coating on the lens was removed in B392, and the lens was recoated.
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HDT2 illumination
During the initial 10 pulses of the campaign, some discrete damage to the lens was

observed by visual inspection from the BLISS diagnostic position and was indicated in the
near-field images. It was apparent that the lens input surface was also being contaminated
with debris from damage to the KDP tripler output surface.

Following the first ten pulses of the campaign two members of the damage team entered
the mule and inspected the lens.  The inspection microscope and procedure were described
above.  The primary purpose of the inspection was to document the evolving size of new and
existing damage sites so that damage growth rates could be evaluated. During the first
inspection, 33 sites were photographed. The lens was again inspected following the 6-shot
integrated test. In that inspection 30 sites were photographed.

The lens was next inspected in the FOA after it was moved from the Beamlet Mule to B174.
It appeared that many of the KDP damage sites had deposited debris in the input surface of
the lens forming hazed regions ~1 cm in diameter. Rings of diffuse damage (like sand blasting)
were apparent on the output surface of the lens opposite the KDP-influenced input surface
areas.

There was also indication that damage at scratches on the input surface of the lens had also
deposited debris on the output surface of the tripler.  This tripler damage then caused
modulation that damaged the output surface of the lens in an identical pattern.

The lens was removed from the FOC and transported to B392 for photometry
measurements. The lens was then moved to the 3ω Test lab in B165 for documentation of the
laser damage.  A full-aperture image of the lens was taken using the DMS inspection system.
The 33 sites inspected during the in-situ inspections were photographed again.  Additional
micrographs were taken to document the typical state of the input and output surfaces both
inside and outside the beam aperture.

No contamination sampling has been performed on this lens.

Damage observations on lens RFL01K
The DMS image of the lens was analyzed for an initial evaluation of the various

contributions to the lens damage.  This DMS map is shown in Figure 4.25, which identifies
several types of damage sites on the lens (Note the optic is incorrectly positioned in this map.
The upper North corner of the optic is in the lower right corner). Using a NIH image analysis
package the total obscuration on the lens resulting from damage was calculated to be ~11%.
Note that this value is an overestimate because some blooming is allowed in order to
document the positions of the small damage sites (≥ 5 micron diameter).
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Input scratch 
w/rear damage

Damage to rear from
 upstream modulation

Front surface pit with 
rear surface damage

Bulk damage 
from small solid
inclusion

Bulk damage w/ rear
surface damage from
small solid inclusion

KDP spit input, 
damage output
(~25 sites)

Figure 4-25.  Automated image analysis indicates over 9000 scatter sites >10µm (note:  upper north
corner on Beamlet is lower right corner in this image).

Several contributors to damage to the lens are immediately apparent:

a. Damage induced by KDP tripler output surface damage (35% of the obscuration).

b. Damage associated with small (<80 µm) solid inclusions in the fused silica (20% of the
obscuration).

c. Damage assumed to be associated with the lens finishing process (40% of the
obscuration). It is likely that some of the damage resulted from system-induced surface
contamination, but in our initial inspection, we had no way to differentiate such sites.

The relative contributions of (a) tripler-associated damage, (b) bulk sites and (c) all other
types is best seen by comparing Figures 4-26(a), 4-26(b), 4-27(a) and 4-27(b).

•  In Figure 4-26(a), the DMS map of RFL01K from Figure 4-25 has been rotated so the
upper north corner is on the upper left side of the image.  Obscuration is ~10.7%.

•  Figure 4-26(b) depicts the same image as Figure 4-26(a), but the obscurations associated
with KDP damage were manually removed from the image.  Remaining obscuration is
~7.1%

•  Figure 4-27(a) depicts the same image as Figure 4-26(b), but the small number of
obscurations related to pre-HDT2 off-line raster testing were removed from the upper
right corner of the image.  Remaining obscuration is ~6.6%.
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•  Figure 4-27b depicts the same image as Figure 4-27a, but the sites associated with bulk
damage (mostly associated rear-surface damage sites) have been removed.  Remaining
obscuration is ~4.5%.

• Fraction of clear aperture obscured: ~7.1%• Fraction of clear aperture obscured: ~10.7%

(a) (b)
Figure 4-26(a). DMS image of lense RFL01K after Beamlet HDT2 campaign and (b) DMS image from
Figure 4-26(a) but with KDP damage removed (3.6% obscuration removed).

• Fraction of clear aperture obscured: ~6.6% • Fraction of clear aperture obscured: ~4.5%

(a) (b)
Figure 4-27(a). DMS image of lens RFL01K after Beamlet HDT1 campaign, but with KDP and off-
line testing damage removed (4.1% obsuration removed) and (b) DMS image from Figure 4-27(a),
but with damage associated with bulk damage removed (6.2% obscuration removed).
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An initial count of the number of damage sites by the NIH software resulted in a count of
~10,000 sites.  Approximately 8000 of these sites are initially attributed to the lens surface
finishing.  At this time, the relative contributions of front and rear damage have not been
resolved.

The lens was damaged more than anticipated both in terms of density of damage sites
(~10–50x expected density) and rate of growth of damage sites (30–50x expected rate). The
expected density was based on the off-line test (Figure 4-24 above), and the expected growth
rate was based on limited 3ω growth studies performed in optics sciences lasers (OSL) (Milam
and Genin).

Damage induced by the large KDP tripler damage sites was markedly different on the front
vs. the rear of the lens.  The front surface of the lens had large (~1 cm) diffuse scattering
damage sites similar in size and shape to the KDP tripler damage sites.  These were caused by
spitting of the KDP onto the lens (indicated by topography, but not confirmed by chemical
analysis) and possibly by modulations induced by the tripler damage sites. The lens showed a
doughnut-shaped ring of damage on the rear (output) surface slightly larger than the front
surface damage site.  This ring of damage was presumably caused by speckle pattern
modulation from scattering off the edge of the front-surface damage site.  About 35% of the
obscuration on the lens was associated with the KDP tripler damage sites.  This damage is best
observed by comparing Figures 4-26(a) and 4-26(b).

The second category of lens damage was caused by ~60 solid inclusions within the bulk of
the fused silica lens.  Twenty of these sites were mapped after the low-fluence tripler
campaign, since they had already caused either rear surface or bulk damage downstream of
the inclusions.  It has been demonstrated by modeling (Feit) and by experiments (Genin,
Runkel) that this type of defect damages at low fluence and may induce rear-surface damage.
Figure 4-28 shows a solid inclusion in the bulk of lens RFL01T along with bulk damage caused
by a similar defect and rear-surface damage associated with the bulk damage.  In the HDT2
campaign, the bulk damage sites grew slowly at a rate similar to front surface damage.
However, the rear-surface damage associated with the bulk sites grew at the same
unexpectedly high rate as all other rear-surface sites.  The final size of the inclusion-related
rear-surface damage sites was typically about 500–800 µm in size.  This group of defects is
most readily observed by comparing the DMS map in Figure 4-27(a) and Figure 4-27(b). As a
consequence, the ~60 solid inclusions induced about 20% of the obscuration on the lens.  These
inclusions produced large rear-surface damage sites because they initiated and started to grow
during the low-fluence tripling campaign.  The higher density damage sites associated with
finishing did not initiate until higher fluences were reached in the HDT2 campaign.

The remainder of the obscuration was caused by ~8000 scattering sites.  At this time, scatter
sites caused by surface particulates have not been removed, so it is not certain how many of
the obscurations actually are damage sites.  However, visual comparison inside and outside
the Beamlet test aperture suggest most of these are probably caused by damage sites rather
than particulate scattering.  These damage sites are assumed to be attributed to unknown
surface flaws associated with the 3ω finishing process. The finishing related defects represent
the largest single component of the overall obscuration:  ~40%.
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Figure 4-28.  Solid bulk inclusion and associated damage in fused silica lens RFL01T.

Some of the uncorrelated damage may have been caused by particulate contamination on
the lens, but there was no direct evidence of contamination-related damage except for the ~20
large KDP tripler damage sites.  Surface damage growth rates may have been higher than
expected due to surface contamination, but again, there was no direct evidence that
contamination affected damage growth rates.

A fine scale (~20 µm spacing) semi-periodic line structure from the KDP tripler was
imprinted into all downstream optics within the laser aperture.  The defect was observed on
both front and rear surfaces as either a slight disruption of the AR coating or small damage
under the coating.  This damage is shown in Figure 4-29.

• KDP output
surface

• Focus lens
input
surface

INSIDE THE CLEAR APERTURE OUTSIDE THE CLEAR APERTURE

Figure 4-29. The fine-line structure on the KDP-crystal-coated surfaces replicated as damage in all
the downstream-fused silica optics.

Bulk inclusion Bulk damage Rear surface

30µm
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About 5% of the obscuration of the beam was caused by growth of damage sites created
during off-line testing prior to the campaign.

Damage growth rates were calculated from the damage micrographs obtained during the
in-situ and DMS inspections.  Figure 4-30 provides a summary of the growth rates measured
in the sub-campaigns of the HDT2 test (points connected by thick, solid lines).  HDT2 data is
provided for front, rear, and bulk damage and is compared with similar measurements made
in the MDT, tripling, and HDT1 campaigns. The rear-surface growth rates measured in three
campaigns on three lenses made by two different vendors all show similar growth rates near
5 J/cm2.  Rear-surface growth rates are consistently ~10× higher than those of the bulk or front
surface. Because the obscured area varies as the square of the growth rate, the rear-surface
damage clearly dominates functional damage effects.

Beamlet lens damage growth data
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Figure 4-30.  Summary of Beamlet lens damage growth rates calculated from damage micrographs
obtained during in-situ and DMS inspections.

In small-beam growth experiments at 1ω, the growth rate varies linearly with fluence.  For
the Beamlet data, it is not clear that the growth rates are as well behaved. Note, however, that
the data at the highest fluences were obtained late in the HDT2 campaign after significant KDP
and DOP damage had occurred.

Comparison of Figures 4-27(a) and (b) identifies damage sites initiated by bulk inclusions.
These sites include the bulk damage as well as rear-surface damage caused by beam
modulation from the bulk damage. Because rear-surface damage grows at ~10x the bulk
growth rate, the obscured area due to inclusions is dominated by the resulting rear-surface
damage.  In Figure 5.6, the damage sites attributed to bulk inclusions appear larger than most
damage associated with surface initiators.  No difference in rear-surface growth rates was
observed, however, between surface and bulk-initiated rear-surface sites.  The large size of
inclusion-related sites results from the low-damage thresholds of the inclusions. The inclusions
damage at very low fluences (1–2 J/cm2) and therefore grow over more pulses than damage
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initiated at higher fluences later in the campaign. In fact, most of the inclusion-related damage
in lens 01K was initiated during the earlier low-fluence tripling campaign.

The most relevant 351-nm damage growth data obtained in off-line test was from a test
using the OSL laser (Milam and Genin).  A representative rear-surface growth rate measured
at 9 J/ cm2, 3 ns, is included in Figure 4-30.  The OSL growth rate is 20x to 50x lower than what
would be predicted from extrapolation of the Beamlet data.  Several differences must be noted
between the OSL and Beamlet data.  The Beamlet studies were done in a vacuum environment
using a large-aperture sol-gel coated lens produced by NIF-qualified vendors.  The OSL study
was performed in air on a 2-in., uncoated substrate from a back-up vendor. The influences of
environment, (contaminated) AR-coating, and substrate source on growth rate have not yet
been determined.

The 3ω reflectance was measured on the plano input surface of RFL01K after the HDT2
campaign.  Figure 4-31(a) shows the reflectance spectrum (s polarized).  For comparison, the
DMS map showing obscurations is also included as Figure 4-31(b) (identical to Figure 4-26[a]).
Both the photometry image and the DMS map are oriented with the upper north corner of the
optic on the upper left.

0.0 0.1 0.2 0.3 0.4 0.5

980818 2013 RFL 01K 3WRS

(a) (b)

Figure 4-31 (a). 3ω reflectance of RFL01K after HDT2 campaign and (b) DMS map of RFL01K after
HDT2 campaign.
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Several observations are apparent when these two images are compared:

•  Reflectance of the lens is very low (<0.1%) in areas without large damage sites.  It may
be that the tight spacing between the tripler and the lens protects the lens input surface
from hydrocarbon contaminants in the FOC.

•  Measured reflectance is higher at many of the major damage sites on the lens that are
known to be diffuse scattering.  This suggests the reflectance measurement is picking
up diffuse scatter and cannot be completely trusted on highly damaged optics such as
RFL01K.

Higher reflectance is observed in all four corners of the optic, both within and outside the
HDT2 beam footprint.  This may be due to plumes of contamination coming into the
tripler/lens gap from the relatively open corners.

4.5.1.5  Debris Shield (no diffractive optics)
Background
Two debris shields were tested.  The debris shield tested along with the diffractive optics

plates (DS02B) will be described later.  The last four shots of the HDT2 campaign included
both the lens and a new, untested debris shield (DS03K), but no diffractive optics.

DS03K was manufactured by Kodak using the same process as that used for the
DOP2(KPP) substrate.  Neither of these two parts was damage tested prior to use on Beamlet.

Prior to installation on Beamlet, DS03K was sol-gel coated and then photometry-mapped.
After the part was illuminated with four pulses in the mule it was removed from Beamlet,
mapped in the photometer and then damage-mapped in the 3ω Lab.

Beamlet illumination results
Photometry taken after HDT2 showed a loss of about 4% transmittance with clear evidence

of laser cleaning within the laser aperture (shown in Figure 4-32[a]).  Most of the light loss was
outside the aperture on the left (north) side of the beam.  The pattern of the light loss in the
upper north corner of the debris shield matched the location and pattern of a massive damage
site observed on the kinoform phase plate (KPP) during the earlier integrated portion of the
campaign.  The pattern, extending inside and outside the HDT2 beam footprint, appears to the
eye as a region of diffuse scattering not associated with discrete damage sites. The existence of
a similar contamination pattern at the same location with and without diffractive optics in the
system suggests the contamination was associated with the Beamlet beam and optics
conguration rather than with the diffractive optics.

The front surface of the debris shield was coated with dust and debris in a pattern similar
to the photometry image––dirtiest on the left side.  The rear surface showed no similar
particulate contamination (Figure 4-33).  This contamination occurred both inside and outside
the beam aperture. The input surface was presumably contaminated by debris from the output
of the lens, ~42 cm upstream.
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         (a)          (b)

Figure 4-32 (a). DS03K transmittance photometry at 3ω and (b) DS03K DMS map with sensitivity
turned up to emphasize pinpoint damage sites.

Inspection of DS03K indicated small damage sites on both surfaces of the debris shield.
Figure 4-32b shows the DMS map for DS03K.  In this map, the camera sensitivity and lighting
were turned up so the large number of very small (mostly <50 µm) defects would be visible in
the map. It is clear in the DMS map the large damage sites in up-stream optics (lens and
tripler) did not cause modulation-induced damage on the debris shield. The upstream sites
instead acted as beam obscurations resulting in undamaged areas on the debris shield.  The
front surface of DS03K contained a few dozen relatively large (~100 µm) damage sites both
inside and outside the HDT2 beam footprint.  These sites appeared to be caused by spitting
from the lens.

70 80 90
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INSIDE THE CLEAR APERTURE OUTSIDE THE CLEAR APERTURE
350 µm

Figure 4-33. DS03K after HDT2 (d). The debris shield input surface was contaminated with debris
both inside and outside the clear aperture (no diffractive optics). The output surface was
uncontaminated.

4.5.2  Diffractive Optics Damage

In HDT2 phase (b), six shots were taken with the fully integrated NIF optics package set up
in an approximation of the NIF configuration.   In addition to the final optics cell, the
configuration included two DOPs and one debris shield.  DOP1 contained a full-aperture color
separation grating (CSG) on the input surface and a beam sampling grating (BSG) on the
output surface.  DOP2 contained a 16-level discrete kinoform phase plate (KPP) on the input
surface and no diffractive structure on the output surface.  Figure 4-34 depicts the optics
configuration used in this portion of HDT2.

Two of the six shots were ramping shots, and four were at near-NIF fluence:  7–8.5
joules/cm2.  The two diffractive optic plates and the debris shield were removed for damage
analysis because of the large amount of damage apparent from these six shots.  Figure 4-35
shows DMS maps from the lens, DOP1, DOP2, and the debris shield DS02B along with the
near field image of the last diffractive optics shot.  Both DOPs and the debris shield were
damaged sufficiently in six shots to warrant removal for analysis.  Damage was primarily on
the rear surfaces of each DOP and the downstream debris shield.
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Figure 4-34.  Three diffractive optics fielded on Beamlet in nearly the current NIF baseline
configuration.



Figure 4-35.  Significant damage observed on both DOPs and debris shield.  Obscuration increased with each optic in the chain.
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where it was apparent the DOP saw little or no laser fluence.  This suggests
many of the large KDP-associated damage sites on the tripler and the lens caused
high-angle modulation that died off before reaching DOP1.  These spots of non-
damaged area are similar to those seen on the debris shield DS03K during HDT2
phase (d) after the diffractive optics were removed (Figure 4-32b).

Photometry showed a large variation in transmission loss across the laser
aperture ranging from 0–35% and averaging about 4% (Figure 4-42a).  The loss
was strongest on the left side (north).  DOP1 showed significant (~5 to 10%)
transmission loss outside the laser aperture.  This loss appeared to be due to
diffuse scatter from particulate, based on optical micrographs and appearance to
the unaided eye. The strongest loss outside the aperture was on the left (north)
side in a pattern similar to that observed on the debris shield used in the
nondiffractive optics portion of the campaign (DS03K).  There was evidence of
diffuse scattering on the rear of DOP1 in this high-loss area.

Rapid growth doubler
 sector boundary

345µm

Figure 4-40. DOP1 (CSG/BSG). Beamlet modulations were painted on the rear surface
of the DOP1 in dashes of damage sites at 345-µm spacing.
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345µm

Figure 4-41. Soft-edged obscurations left windows of nondamaged areas through the
chain of downstream optics.
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    (a)
Figure 4-42 (a). Transmittance at 3ω for DOP1(CSG/BSG) after HDT2.  The damage
resulted in ~4% drop in specular transmission and (b) DMS map of DOP1: CSG/BSG.
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    Oth order 3ω transmittance
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A visible dichroic band about 2 cm wide was apparent on the leftmost (north)
portion of the rear of the optic, presumably caused by a quarter-wave film of
contamination deposited coherently.  This is presumed to be due to volatilization
of aluminum from the wall of the fixture, but no analysis has been done to
support this supposition.

There was no evidence of damage associated with the BSG pattern, but no
technique was used having sufficient resolution to observe the 2-µm periodicity
of this grating.  Calculations done after the HDT2 campaign (I. Barton) suggest
modulation from the BSG may be as high as 30%.

It was known prior to the HDT2 campaign that colloidal sol AR coatings do
not conformally coat diffractive structures of the scale of the CSG and KPP.
Figures 4-43 and 4-44 show the type of defect observed when traditional colloidal
sol AR coatings are deposited on a CSG.  Figure 4-45a shows the 3ω 0th order
transmittance of a CSG with no AR coating, with AR coatings on both surfaces,
and with an AR coating only on the rear surface.  The nonconformality of the
coating results in the forward scattering of ~9% of the total 3ω beam into higher
diffractive orders.

Optical micrographs

Figure 5-22.  The loss in AR performance is caused by coating errors at the 2π and 4π
steps of the CSG.

Fi

Figure 4-43. The los in AR performance is caused by coating errors at the 2π and 4π
steps of the CSG.
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Figure 4-44. SEM micrographs of dip-coated CSG steps show planarization, crazing of
thick sol-gel layer at steps.
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Figure 5.24(c).  Cartoon depicting

forward scattering/diffraction of 3ω light

from an AR-coated CSG.

Figure 5.24(b).  Photographs of the
transmitted beam of a CSG with and
without AR coating on the grating
surface.  Coated grating diffracts ~9%
into higher orders.

5.24(a)

Figure 4-45(a). Transmittance of 3ω zeroth order transmittance (1 mR acceptance
angle) of CSG with colloidal-sol AR-dipcoated on both surfaces, nongrating surface
only, and neither surface.
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After the Beamlet campaign, modulation measurements were made (J.
Britten, S. Herman) on subscale CSG gratings to verify the hypothesis that the
damage observed in HDT2 was caused by excessive modulation from defects in
the dipcoated AR coating on the larger 4π steps.  The modulation measurements
(Figure 4-46, 4-47) showed about 1.5× modulation at the 4π steps for a dipcoated
grating and substantially less modulation for an uncoated grating.  Modulation
was apparent at 2π steps also, but at a much lower level.  Modeling was carried
out to estimate the expected modulation for bare and coated gratings. (I. Barton,
Figure 4-48).  The model predicted about 1.5× modulation with no coating and
2.7× modulation for a grating with edge-width errors similar to those observed
on dipcoated parts.  The calculated modulation is significantly higher than the
measured values. The modulation measurements may understate the actual
modulation peak intensity because of resolution limitations of the CCD camera
and optics used.

Figure 4-46.  The disrupted AR coating enhances modulations already present in the
CSG due to imperfect 2π and 4π steps.

No sol-gel
coating

Sol-gel dip-
coated AR

(Modulation
at rear surface of
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Figure 4-47.  Modulation due to the CSG steps measured using the 351-nm Ar laser on
the beam sampling grating exposure station. Measurements may underestimate
modulation due to resolution limitations.
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Figure 4-48.  Modulation calculations of 343 µm stair-step CSG. The model predicts
modulation peaks are >3× higher (+170% vs. +50%) when a nonconformal dipcoated
AR coating is on the grating surface.
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After the Beamlet campaign, off-line damage measurements were made
outside the laser aperture on the full-scale DOP1:CSG/BSG.  The Large Area Test
(LAT) system was used to test 10-cm2 areas with a rastered 1-mm beam in air at
the 3-ns equivalent of 8.3, 10.1, 12.3 joules/cm2 (scaled by τ1/2 ). Actual testing was
done with 7.5-ns pulses.  The off-line damage tests, shown in Figures 4-49 and 4-
50, verified the hypothesis that the severe damage on Beamlet was exacerbated
by the dipcoated AR coating.  Damage on the back surface was an order of
magnitude more severe when the AR coating was not removed from the input
surface relative to areas where the coating was wiped off the input (grating)
surface.  Damage had a similar morphology to that observed on Beamlet with the
rear-surface damage associated primarily with the 4π steps at a period of 350 µm
(Figure 4-51).

10.1 J/cm2

12.3 J/cm2

8.3 J/cm2

Scratch

8.3 J/cm2

10.1 J/cm2

12.3 J/cm2

CSG/BSG Sol-gel coating

laser

DIP coating on part

CSG/BSG Sol-gel coating

laser

DIP coating removed

Figure 4-49.  Off-line small beam raster testing of DOP1 (BSG/CSG) after HDT2. The
disrupted sol-gel coating on the CSG (input surface) caused severe damage on the rear
surface at 115 µm and 345 µm intervals. Damage was dramatically reduced when the
sol gel was removed from the front surface; remaining damage was still highly
correlated with the grating period and primarily on the rear surface.

It is possible the off-line raster tests are overly pessimistic since the uncoated
areas were created by wiping the coating off by hand.  Off-line testing of DOP1
after it was used for HDT2 may also have biased the tests unfavorably due to
damage on the front surface of the optic that could not be removed by cleaning
(observed during subsequent tests of DS03K).  These tests should be repeated
with gratings that have never been coated to ensure no negative bias from
coating and wiping.  Alternatively, the off-line test may underestimate the
damage density for large-aperture systems.  Modeling calculations are under
way to estimate how much of the modulation error can be accurately sampled
with the ~1-mm Gaussian beam vs. the 345-µm period of the current grating.



4-68

• CSG/BSG== color separation grating/beam sampling grating on DOP1
• KPP == kinoform phase plate on DOP2

• All plotted damage is rear surface damage; front surface damage did occur,
 but at about an order of magnitude lower frequency
• The AR (antireflection) dip coating was on the front/input surface
• Uncoated surfaces were obtained by wiping off the coating
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Figure 4-50.  Comparison of off-line test data from DOP1 (CSG/BSG) and DOP2(KPP)
after HDT2.  Data measured on 10 cm2 areas outside HDT2 beam footprint at 7.5 ns,
then adjusted to 3 ns equivalent (τ1/2).

• Damage morphology of CSG/BSG with dip coating

Front surface Rear surface damage

350 µm 350 µm

• Damage morphology of CSG/BSG without dip coating on front surface

Front surface Rear surface damage

350 µm 350 µm

Figure 4-51. Damage morphology from off-line testing of DOP1(CSG/BSG) with and
without dip coating on the front (grating) surface.



4-69

4.5.2.2  DOP2:KPP

DOP2 supported a 16-level discrete KPP on the input surface.  The deepest
step on the phase plate pattern was approximately 2π, but there was a much
lower density of such steps than on the CSG (factor of ~100).  On the KPP, the
“contour map” pattern shown in Figure 4-52 was on a scale of several
millimeters.   After the Beamlet campaign, DOP2 had damage analogous to all of
the damage described previously on DOP1, but it also had damage on the rear
surface induced by modulation from the 2π “contour map” of the KPP (Figure 4-
53, 4-54).  The damage on the rear of DOP2 still exhibited a 350-µm pattern
induced by the CSG, but the pattern was less dominant than on the CSG (Figure
4-55).

3cm

Figure 4-52. 16-level discrete kinoform phase plate design used for DOP2(KPP). Major
contours represent the 2π steps.

DOP2 had a large (~5- × 5-cm) square area of severe damage in the upper left
(north) corner on the rear surface (Figure 4-56).  This pattern may have been
caused by a small, focused ghost or by contamination on the surface.  Its
appearance suggested a very hot spot in the beam, but no hot spots were in that
vicinity of the Beamlet aperture.  This damage pattern was “spit” onto the debris
shield DS02B ~4 cm away and replicated in diffused detail as surface
contamination on the front of the debris shield.
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Figure 4-53. DMS map of DOP2(KPP) after HDT2 campaign. The 2π step of the
kinoform phase plate was written into the rear surface of DOP2 in damage sites.

• KPP deepest
step (2π)

• Doubler sector
boundary

Figure 4-54.  Damage on the KPP rear surface was driven by a combination of the
modulation from the CSG, etc., and from the 2π steps of the KPP.

•  Discrete damage
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contamination;

•  Rapid growth
doubler sector
boundary

•  Contamination on
front surface.  Haze
caused by precipitated
aluminum??

•  “Arago spot”
filamentation damage
from fuzzy
obscuration

•  Modulation
induced damage
from deepest of 16
levels in the KPP
(2π)

•  Diffraction rings
around obscuration
induced damage site

•  Full aperture ring
from phase defect
on turning mirror

•  Damage was
largely 345µm
spaced due to
modulation of the
dip coated color
separation grating
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16th level KPP 2π step

345µm
Undamaged area shielded
 by upstream damage sites

Figure 4-55. KPP damage was driven by a combination of the 2π kinoform steps and
the periodic modulation of the CSG. Nondamaged areas coincided with large damage
sites on the lens.

Figure 4-56. A large square of damage in the upper left corner of the DOP2/KPP
output surface had sharp edges. The image of the damage was mirrored on the input
of the debris shield, with some fuzzing out of the image.
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DOP2 had diffuse scattering due to surface contamination on the front left
surface located in a pattern similar to that observed on the rear of DOP1.
Micrographs of the surface in these areas showed the appearance of vapor-
precipitated solid contamination (Figure 4-57).

Figure 5.35  Photographs of the front
surface of DOP2(KPP) showed severe
contamination/damage on portions of the
surface.

KDP-induced front surface damage on KPP

No AR coating damage outside clear aperture

Contaminated area on front surface of KPP

Figure 4-57. Photographs of the front surface of DOP2(KPP) showed severe
contamination/damage on portions of the surface.

Photometry showed about 8% transmittance loss overall, although the
severely damaged 5- × 5-cm pattern on the upper left side had areas with as
much as 50% loss due to scattering from damage sites (Figure 4-58).  As on
DOP1, the transmittance loss was highest on the left side, with evidence of
contamination outside the laser aperture.



4-69

Figure 4-58.  Transmittance of DOP2(KPP) after HDT2 campaign. DOP2 lost more
than 8% transmittance, especially on the left side of the optic.

Large-aperture rastering off-line damage testing was carried out on DOP2
after the Beamlet campaign.  Similar to the results with DOP1, damage density
was nearly an order of magnitude lower for areas where the dipcoated AR
coating was wiped off the diffractive structure on the input surface of the optic
(Figure 4-59 and 4-50). In areas where the AR coating was not wiped off the KPP,
damage morphology was similar to that observed on Beamlet—rear-surface
damage with a strong correlation to the 2π steps of the KPP pattern shown in
Figure 4-52.

50 59 68 77 86 95
_980729_1559_KPP_3WTS
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KPP Sol-gel coating

laser

DIP coating on part

KPP Sol-gel coating

laser

DIP coating removed

7.9 J/cm2

9.9 J/cm2

10.7 J/cm2

7.9 J/cm2

9.9 J/cm2

10.7 J/cm2

Finger print!

Figure 4-59. Off-line small beam raster testing of DOP2(KPP) after HDT2. Damage
was significantly less on the KPP than on the CSG/BSG. Damage was significantly
reduced when the sol gel was removed from the front (KPP) surface; remaining
damage was still highly correlated with the 2π steps of the KPP.

4.5.2.3  Debris shield used with diffractive optics (DS02B)

The debris shield used with the diffractive optics showed damage patterns
analogous to DOP2, but damage was more severe.  The upstream beam
modulations written into DOP1 and DOP2 were also written into the debris
shield, including the KPP 2π steps (Figure 4-60b).  Photometry showed a 3ω
transmittance loss of about 10% overall (Figure 4-60a)—worse than the 4% and
8% losses observed on DOP1 and DOP2, respectively.  As observed on the DOPs,
the loss was most severe on the left (north) side.  The upper left corner where
DOP2 spit on the part showed losses of as much as 50%.  Most of the particulate
contamination was front surface, but most damage was rear surface.
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DS02B (integrated test)

Figure 5.38b  DMS map of debris
shield DS02B after HDT2 (c).

(a) (b)

Figure 4-60 (a). Photometry of debris shield DS02B after HDT2(c) campaign with
DOP1 and DOP2 in place and (b) DMS map of debris shield DS02B after HDT2(c).

The contamination pattern on the debris shield input surface appeared to be
determined by the divergence of the debris from the adjacent optic. On DS02B
where the upstream optic was only ~1cm away, the contamination was mostly
inside the HDT2 beam footprint.  This was quite different from the front surface
particulate contamination observed on DS03K where the lens was the nearest
upstream optics and was ~40 cm away.  In this case, contamination was observed
both inside and outside the beam footprint.

4.5.3  Potential Alternatives to the NIF Baseline

This Beamlet campaign suggests the NIF baseline configuration, which
incorporates a dipcoated AR coating, is unfeasible.  Even without a dipcoated AR
coating, the downstream rear-surface damage density induced by modulations
from the current 345-µm period CSG is one to two orders of magnitude higher
than NIF optic lifetime goals require (see Figure 4-50).

A subaperture CSG has been under evaluation to increase 3ω transmission of
the CSG and to minimize the footprint of unconverted light in the target chamber
(see Figure 4-61).   The currently recommended period of 1100 µm may be a
preferred alternative to the current full-aperture design.  A subaperture CSG
covering about 15% of the full aperture would have a smaller damage footprint
than the current full-aperture approach and would have about 3× lower density
of 4π steps.  In addition, modulation calculations have suggested this large-
period stair-step grating would have about half as much modulation as the 345-
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µm period used on Beamlet.  The combination of lower density of steps and
lower modulation at each step would effectively reduce the damage density of
such a grating by almost two orders of magnitude.  If left uncoated, this may
produce a CSG that would allow an acceptable lifetime of downstream optics.

KD*P Frequency
Conversion Crystals

Final Focus 
Lens Debris shield

Diffractive Optics Plates (2)

Target chamber
vacuum window

• Most of the 1ω and 2ω light misses the hohlraum
because of dispersion in the lens

– Nova uses a 5% hole in the beam and a beam block to
keep 1ω away from the target

• The sub-aperture CSG will block the central portion
of the beam while providing higher performance at
3ω than the Nova approach

• A 1100µm period can be used, reducing density of
grating lines x3 and reducing modulation by ~1/2

Hohlraum

Sub-aperture CSG

Figure 4-61.  A subaperture color separation grating can improve transmittance while
reducing damage probability.

Dipcoating of the current KPP design results in damage density on
downstream optics one to two orders of magnitude higher than our target for
damage density on the NIF.  The current KPP may allow acceptable lifetimes for
downstream optics if uncoated.  Spincoating of colloidal-sol AR coatings has
recently been shown to induce less damage than dipcoating, suggesting it may
be feasible to AR coat the current KPP with a spincoating.  However, it may
prove impossible to achieve similar quality spincoatings on full-scale gratings.

The combination of an uncoated subaperture CSG with a spincoated KPP and
spincoated BSG would provide 3ω performance similar to or greater than the
current NIF baseline specifications for these three diffractive structures.  These
diffractive structures could be on separate DOPs or combined onto a single
surface.  The latter approach would be most attractive if it turns out to be
unfeasible to AR coat the KPP or BSG.

If modeling and modulation measurements indicate current edge-width
errors will likely induce unacceptable damage, we can use ion etching to
fabricate gratings with less edge-width error than we observe on our current HF
wet etching process.  This would require development and facilities not currently
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in place in the NIF diffractive optics fabrication lab.  However, it offers the
possibility of reduced modulation-induced damage from the uncoated CSG and
the KPP.  Technical verification of ion-etched edge-width errors can be done on
the existing reactive ion-etching chamber at LLNL’s Vacuum Processing Lab.

If the discrete KPP is shown to be unfeasible, we can use ion etching to
fabricate continuous contour phase plates similar to the distributed phase plates
(DPP) used by LLE.  The ion-etched DPPs should not introduce the modulation
defects observed with the discrete KPP.

4.5.4  References

4.5.1. M. Kozlowski, S. Schwartz, R. Mouser, and M. Feit, “ 3ω damage test
(Y0005) results from Kodak reverse focus lens 01K,” November 25, 1998.
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4.6  Improved AR Coatings for Conversion Crystals

Crystal coating development has traditionally focused on reducing the Fresnel losses for
freshly coated crystals.  Furthermore, all of the performance testing—optical and damage—has
been conducted on clean coatings in air and at atmospheric pressure.  The recent Beamlet
experience [4.6.1,4.6.2] has underscored the importance of attacking the broader problem of
improved transmission with long lifetime—including reflection, scatter, and absorption losses
that develop with use in a vacuum environment.  The problem can be broken down into four
separable parts: (1) process and material development to enable improved coating designs, (2)
characterization of optical and damage performance of these coatings in a clean vacuum
environment, (3) process and material development to improve optical and damage
performance in a contaminated vacuum environment, (4) process and material development to
reduce scatter loss from damaged sol coatings or roughened KDP surfaces. As depicted in
Figure 4-62, these four areas lead to specification of coated crystal performance, metrology
requirements, and system design.

4.6.1  Process and Material Development for As-Made Coatings

An aggressive development plan has been implemented to improve the transmission of
freshly coated KDP/KD*P crystals in air [4.6.3].  This plan is dependent upon success in four
key areas:

− Development of an improved spin-coating process.
− Development of an intermediate-index coating for thermally annealed KDP.
− Development of an intermediate-index coating for deuterated KDP.
− Implementation of improved measurement capability to guide the coatings development

program and to verify NIF production coatings.

new
optic

transmission
specification

as-made, in air
coating

performance
(mfg. capability)

metrology
requirements

(environmental
chamber?)

performance
in
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optic
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specification
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contamination
(complex index

shift)

impact on system
performance,

stray light
management

scatter loss:
KDP surface

or
sol roughening

mechanisms for
 transmission

loss in vacuum with laser light

Figure 4-62. The problem of achieving improved crystal coating transmission with long lifetime can
be divided into four separable areas.
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An improved spin-coating process is needed to obtain the required thickness repeatability and
uniformity to meet tight performance specifications.  This will enable us to put a different, optimized
coating design on each surface of the crystal. The Nova/Beamlet spin-coat process had severe thickness
nonuniformity and poor repeatability.  A “covered chuck” spin coater has been procured for the NIF and
process development on glass parts has begun.  As shown in Figure 4-63, single-layer sol AR coatings
with comparable optical performance to the dip-coated Beamlet KDP doubling crystals have been
demonstrated.  In addition, 37-cm optics that met the 0.7% lω and 2ω NIF reflection goal using a 2-layer
broadband coating containing commercial, thermally cured GR650 silicone for the intermediate index
layer have been produced. The limitations of the Nova measurement capability are rapidly being
approached, which will defer further process optimization until the NIF photometer has been deployed
in February, 1999.

Figure 4-63. The NIF spin coater produces coating uniformity comparable to dipcoated Beamlet
crystals: (a) Beamlet THG crystal coated by a combination of spin and dipcoat, (b) Beamlet SHG
crystal coated with a single-pull dip coat, and (c) 41-cm float glass coated on the NIF spin coater.

A two-layer broadband coating [4.6.4] has two advantages over the single-layer
“compromise” coating used on the output of the Beamlet second-harmonic generator (SHG)
crystal and the input of the Beamlet third-harmonic generator (THG) crystal.  As Figure 4-64
illustrates, the theoretical Fresnel losses at 1ω and 2ω for the broadband coating are roughly
one-half the theoretical loss that can be achieved with a single-layer sol coating.  Also, the
broadband 2-layer coating is much less sensitive to coating thickness variability and hence will
be much easier to manufacture to meet tight tolerances.  The main obstacle to implementing
the 2-layer coating on the output surface of NIF SHG crystals was concern that the reflected
wavefront would be degraded.  It has recently been verified that the reflected wavefront is not
measurably altered for a 37-cm crystal. The deuterated THG crystal is not compatible with the
thermal cure cycle currently used for the commercial GR650 silicone.  Implementation of a
broadband coating for the THG input surface will depend upon either developing a lower-
temperature cure process for GR650 or successfully developing an intermediate-index material
that cures at room or slightly elevated temperature.
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Figure 4-64. The current single-layer coating design is more sensitive to thickness variation and has
higher reflection than the proposed 2-layer broadband design.

Process development of a room-temperature-cured silicone coating [4.6.5] made from
hydrolysis of high-purity methyltriethoxysilane (MTS) and tetraethylorthosilicate (TEOS) has
begun.  It has been verified that the refractive index of a fully cured MTS/TEOS silicone is the
same as that of the commercial GR650 silicone (1.43 at 633 nm).  Figure 4-65 shows that the 3ω
damage threshold falls within the range historically observed for GR650.  Hence, if the 1ω and
2ω damage threshold of the MTS/TEOS silicone meet the NIF specifications, there will be no
performance advantage to the thermally cured GR650, and resources will be focused on
developing an MTS/TEOS material that can be used on both THG and SHG crystals.

Improved measurement capabilities to support the development and production of coated
conversion crystals is the final development effort that is required to support improved
transmission of as-coated crystals. Methods to support coatings development on small optics
are currently being defined.  Development of methods for large optics production is a longer-
term objective.  Assuming successful development of the materials and processes identified in
this plan, full-scale demonstration of AR coatings on NIF-like crystals is expected to be
complete in the fall of calendar year 1999.
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4.6.2  Characterization of Sol Performance in Clean Vacuum

The first step in confirming the performance of improved coatings is to verify their damage
and optical performance in clean vacuum.  It has been proposed to assemble a clean vacuum
system that allows in-situ measurement of surface reflectivity, transmission, thickness, index,
and scatter (if possible) as the performance of these coatings is interrogated over time in
vacuum vs wet and dry air and through numerous vacuum-to-air-to-vacuum cycles. Then,
either the large-optics coating targets or the photometry environment will be modified to take
into account the vacuum-induced shifts.

Figure 4-65. Damage threshold of the G268 experimental room temperature cured silicone coating
falls within the range of historically observed thresholds for commercial GR650 thermal cured
silicone.

4.6.3  Development of AR Coatings with Reduced Affinity for Organics

The effect of environmental contamination of porous sol coatings has been well
documented [4.6.6].  A plan to develop and test methodologies to modify the microporosity
and surface chemistry of classical colloidal silica-sol AR coatings to minimize the adsorption of
organic contaminants has been proposed.  Treatment of the colloidal sol with a bulky silane
coupling agent, HMDS, has been tested on fused silica, and it has demonstrated qualitative
improvement.  Preparation of HMDS-treated deammoniated sol and rigorous testing on
KDP/DKDP should be completed in the spring, 1999. The hypothesis that a single-layer AR
coating made from low-porosity Dupont AF2400 fluoropolymer film should have less capacity
to adsorb organics will also be tested.  However, the higher index of this material and the
elimination of the 2-layer broadband design will reduce the theoretical optical performance for
clean coatings. This longer-term, higher-risk solution will not be rigorously tested unless
colloidal sol can not meet NIF requirements.

G268 RT Silicone Coating DT (351 nm, 3-ns)
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4.6.4  Development of AR Coatings with Reduced Scatter Loss

There are two potential sources of scatter loss from conversion crystals: (1) roughening of
the crystal surface itself [4.6.7] and (2) damage to the sol AR coating due to interactions of
organic contamination and laser light.  It is expected that scatter loss due to damage will be
addressed concurrently with development of coatings with reduced affinity for organics.

Appendix C summarizes the photometry and microscopic inspection of a number of 5-, 27-,
32-, and 37-cm KDP and DKDP crystals.  Some of these crystals were used in various Beamlet
campaigns. Others were coated and stored in the Building 174 nitrogen-purged glove box, but
never saw laser fluence.  In addition, some of the 5-cm crystals were used on the OSL.  These
crystals exhibit a variety of defect morphologies that are correlated with significant
transmittance losses.  Defect morphologies change across crystal growth sectors and in
response to the diamond turning process, crystallographic orientation (type I, II, or z-cut),
coating chemistry, thermal history, and use environment (exposure to vacuum and/or laser
fluence).

Significant (3 to 10%) transmittance reduction has been observed over 1 to 6 months for sol-
coated crystals in the absence of vacuum or laser illumination.  This transmittance loss is
accompanied by the development of “squares,” “diamonds,” “triangles,” “dashes,” or “dots”
on the crystal surface, as shown in Figures 4-66 through 4-69.   It has been verified that when
these features are found on 5-cm crystals, they do not penetrate the sol coating surface; the
AFM is unable to detect them even though they are readily observed with >100× magnification
on an optical microscope.  The Wykko white light interferometer reports these features as 100
to 300 nm deep (below the surface), but it is not certain whether the interferometer perceives
the active optical surface to be the sol coating or the KDP itself or some combination.  Squares,
diamonds, and triangles have only been found on 5-cm crystals.  It is suspected that some of
the dots observed on the large crystals are small triangles or diamonds that cannot be resolved
with the Plato microscope.  But no triangles were found on 80% LL1-12 when it was broken
into small enough pieces to examine utilizing the same microscope as the 5-cm crystals.

“Line defects” (illustrated in Figures 4-29, B-2, and B-3) were only found after exposure to
laser fluence in vacuum and only on the triplers (80% LL1-12, 80% LL6-11, and RG8A-1).
None of the 37-cm Beamlet doublers, nor the 32-cm tripler that was operated in air (80% LL6-
14), nor the 37-cm Beamlet mule tripler 70% LL1-37-1 developed line defects.  (These crystals
did develop ‘dots’.)  Line defects are pervasive on the output surfaces of both crystals, are
clearly evolving on the input of LL6-11, and may be found with very high magnification
sparsely populating the input of LL1-12.  The depth of the line defects on the output of LL1-12
has been measured by both AFM and white light interferometry; the measured depth of 80 to
300 microns implies these slits penetrated both the 70-nm-thick sol AR coating and the KDP
surface.  (LL6-11 measurements are pending release of the crystal.)

Line defects differ from dashes only in their reflectance characteristics.  Line defects are
brighter than the sol-coated background, much as bare KDP appears in scratches and damage
sites.  Dashes are darker than the sol-coated background.  Figure B-2 and B-3 suggests that
dots and dashes may evolve into line defects by some as yet unknown mechanism. After the
tripling campaign, dots and dashes (or line defects?) were observed on rapid-growth tripler
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RG8A-1.  As seen in Figure 4-66, the dots and dashes are segregated by the prism-pyramid
sector boundary.  The crystal was subsequently refinished, recoated, and stored in the
Building 174 glove box for five months. During that time, RG8A-1 developed dots and dashes
without exposure to vacuum or laser fluence.  There was no obvious segregation by sector
boundary this time.

Figure 4-66. 527-1, a type II 5-cm crystal (THG) diamond-turned at LLNL and coated with 80-nm of
silica sol deposited from ethanol solution, developed “triangles” whose long axis is perpendicular
to the projection of the z-axis. This is the same orientation as the line defects developed on the 37-
cm triplers.

Figure 4-67. RG9B-54, a type I 5-cm crystal (SHG’), diamond-turned at LLNL and coated with 145-nm
of silica sol deposited from ethanol solvent, developed “diamonds” whose long axis is parallel to
the projection of the z-axis.

527 non-arrow side

20 µm

RG9B-54

20 µm
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Figure 4-68.  LL3-321, a 5-cm z-cut crystal, diamond-turned at CCI, coated with 215-nm of silica sol
applied from sec-butanol solvent, developed “squares.”

Figure 4-69. RG8A-1 with dashes inside the pyramid sector on the output surface and dots
everywhere else after the conversion campaign.

Recent inspections (June–December, 1998) found dots on both input and output surfaces of
three 37-cm Beamlet doublers (345-1, 328-4, RG8B-2), the high-intensity/short-pulse triplers
(RG8A-1, 70%LL1-37), and the 32-cm tripler LL6-14.  (328-6 has not been inspected.)  Dots were
also reported on the input surface of the high-fluence 37-cm tripler (80% LL1-12) and on both
surfaces of RG8A-1 after it was refinished, recoated, and stored for five months (no fluence or
vacuum).   Squares, triangles, and diamonds have been found on all aged, sol-only coated

20 µm

100x, after June rapid growth conversion campaign

Input surface

Output surface
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5-cm crystals, whether they were finished at LLNL or CCI and irrespective of whether the sol
was applied from ethanol or secondary butanol solvent.  Scattered squares and line defects
were observed on a doubler and a tripler crystal that were coated with silica sol applied on top
of room temperature-cured silicone.  Line defects have only been found on three triplers that
saw laser fluence and vacuum and are most prominent on the output surfaces of these crystals.
The only crystals that do not have any periodic surface defects (dots, dashes, line defects, etc.)
are (1) uncoated crystals, (2) crystals coated only with silicone (room temperature or thermal
cured), and (3) thermally annealed crystals with either silicone/sol or sol-only coatings, and (4)
sol-coated crystals that were finished with the experimental 80/10/10 Drakeoil
7/Lardcut/Lubrisol 936 diamond turning oil.

The routine development of these various surface defects makes it likely that much of the
transmittance loss observed ‘during’ the Beamlet campaigns might well have developed in the
absence of vacuum and laser light.  Surface roughening is probably the source of the
transmittance loss that could not be recovered by solvent washing, and most likely, only the
~1% transmittance loss that was recoverable by solvent washing was directly due to organic
contamination of the sol coating.  This would be consistent with the fused silica witness
sample transmittance losses observed during the HDT campaigns and consistent with the
observation that KDP specular reflection changes could not account for the observed decrease
in transmittance.

Although there are still glaring gaps and inconsistencies in the above observations, some
direction can be gleaned for directing future experiments to eliminate the scatter due to surface
roughening.  As the diamond turning process is developed on the new NIF flycutter,
evaluation of diamond turning oil formulations that minimize the precursors to the various
scattering defects is planned.  This includes cleanable variations on the Drakeoil/Lardcut
formulation. Evaluation of the effectiveness of thermal annealing KDP crystals in conjunction
with silicone [4.6.8] coatings for doublers is also planned as well as evaluating room-
temperature-cured silicone and fluoropolymer [4.6.9] coatings as a protective layer to prevent
roughening of the THG crystal surface.

4.6.5  Facilities Required to Develop and Validate Improved Coatings

The proposed plan to improve the transmission of conversion crystals is predicated upon
building a clean vacuum system with sufficient diagnostics to enable in-situ measurement of
both the coating performance as well as relevant environmental and coating parameters.  The
system would include an RGA for gas analysis; an on-line scanning wavelength ellipsometer
and spectrophotometer to measure coating thickness, index, absorption, reflection, and
possibly scatter; a photometer for monitoring reflectance or transmittance at use wavelength; a
cm-class 1, 2, and 3ω laser; and a 100 × Normaski microscope for observing damage
morphology. This will enable us to determine which external factors are responsible for what
observed change(s) in performance under controlled conditions.  Such a facility would be used
to evaluate optical performance and damage threshold in air and vacuum and in clean as well
as organic-contaminated environments.  Other off-line facilities such as precision photometry,
scatterometry, and direct measurement of absorption would also need to be developed.
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4.6.6  Summary

Based upon successful completion of the proposed development plan, the goals shown in
Table 4-13 have been established for sol-based conversion crystal coatings.

Table 4-13.  Goals for sol-based conversion crystal coatings.

Colloidal sol/
silicone coatings

AF2400 Beamlet
degradation

Surface Loss %
Crystal 1: SHG
R1(1ω)
R2(1ω, 2ω)
Crystal 2: THG
R1(1w, 2ω)
R2(3ω)

Initial 

0.2%
0.7%

0.7%
0.2%

Degraded
(after 1 year)
1.0%
1.5%

1.5%
1.5%

Initial
(AF2400)
0.5%
1.5%

1.5%
0.5%

Degraded
(after 1 year)
0.7%
2%

2%
1.0%

Silica sol in
3–6 months
~0.5%
~0.5%, 1–2%

2%, 1–4%
3–5%

Goals for AF2400 fluoropolymer AR coatings are given to illustrate the potential trade-off
that would be implicit in utilizing this backup technology.  Finally, the goals are contrasted
with the observations of degradation that occurs for single-layer sol coatings used on Beamlet.
These goals will need to be reevaluated when development has progressed further.
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Appendix A

Orthogonal-polarization interferometry

Each converter crystal has two orthogonal crystal axes of interest in the plane
normal to the direction of propagation, denoted as ordinary and extraordinary.
The three fields in the harmonic conversion process are polarized along one or
the other of these axes. In orthogonal-polarization interferometry , two
transmission interferograms are made of the crystal with linearly-polarized light
of wavelength λp; in one interferogram, the light polarization is parallel to the
ordinary axis; in the second interferogram, the light polarization is parallel to the
extraordinary axis. The difference of the two interferograms gives a distribution
that is proportional to the thickness of the part times the difference of refractive
indices in the extraordinary and ordinary directions (∆n=ne-no). Using an
approximation that the thickness of the part is constant, an approximate spatial
∆n distribution is extracted from the data that can be used to model local
departures from the phase-matching condition and thus predict local reductions
in conversion efficiency.

Figure A-1(a) shows histograms of representative ∆n distributions
obtained from orthogonal-polarization interferograms of both conventional and
rapid-growth doublers and triplers, expressed in terms of equivalent detuning
angles. The equivalent detuning angles were calculated by assigning the
variations in ∆n to local changes in the direction of the crystal optic axis, so that

(A1)

The relative impacts of these angular distributions on 3ω conversion efficiency
have been calculated separately using the plane wave model, and are plotted
versus drive irradiance in Figure A-1(b). The results predict the conversion
efficiency at 3.5 GW/cm2 for a converter using rapid-growth crystals to be 2%
lower than one using conventional-growth crystals, in nominal agreement with
the 1.5% measured on Beamlet and the 2.5% predicted by a full-diffraction
calculation.
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Figure A-1.  (a) Histograms of representative ∆n distributions obtained from
orthogonal-polarization interferograms of both conventional and rapid-growth
doublers and triplers. (b) The relative impacts of these angular distributions on 3ω
conversion efficiency have been calculated separately using the plane wave model
and are plotted versus drive irradiance. Nominal detuning angles for the doublers
and triplers were 220 and 0 µrad respectively.
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Appendix B

HDTI Damage Investigation

At the conclusion of HDTI, the KD*P tripler was in the condition shown in Figure B-1. A
comprehensive forensics effort was undertaken to identify the source of this damage. Optics,
FOC components, and witness samples were analyzed using a variety of methods:
photography, photometry, damage mapping and testing, optical microscopy, scanning
electron microscopy (SEM) and energy dispersive spectroscopy  (EDS) identification of
particulate samples, gas chromatography and mass spectrometry (GCMS) of solvent wash
residue, electron spectroscopy for chemical analysis (ESCA), auger spectroscopy, and
secondary ion mass spectrometry (SIMS) of optics samples. Optical microscopy of the tripler
surface revealed the unusual damage morphology shown in Figure B-2, including as yet
unexplained line defects oriented perpendicular to the crystal e-axis and covering the entire
surface with a spacing of ~20 µm. Solvent wash of the undamaged crystal surfaces, fused silica
optics, and witness samples found ~0.5 µg/cm2 of organic contamination in the sol gel. Di-
octyl phthalate was found on all surfaces. Oil with a GCMS signature similar to KDP
diamond-turning fluid found on the input surfaces of the tripler and lens, but not on the
output surfaces. It was also found on the surfaces of the doubler, but was not extracted from a
second doubler (345-1) when tested prior to laser exposure. Only a small amount of silicone
was found on the surfaces, but it is expected that the solvent wash was not effective for this
compound.

Figure B-1.  Photograph of the tripler at the conclusion of HDTI.
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Figure B-2.  Optical microscopy of the tripler surface revealed unusual damage morphology.

A corner of the tripler was broken off and tested directly for surface contaminants. SIMS
found ~500 ppm of Al, 50 ppm of Fe, and 20 ppm of Cu on the output surface, both  inside and
outside the beam area. The input surface was not tested.

Particulate contamination found on the FOC and on the optic surfaces was identified with
the SEM. Many particles of silica or substoichiometric silica were found on the output surface
of the tripler, both surfaces of the lens, the sides of the FOC and cap flange, and the compliant
element. Many of these particles appeared to be in molten form (see Figure B-3). The oxygen
content of these particles was determined to be less than the virgin sol gel (SiO2) but more than
the compliant element. Fourier-transform infrared spectroscopy of the compliant element
found no decomposition resulting from use. The remaining particles on the lens input surface
were primarily Al or Al compounds. Very few KD*P particles were found on the input surface
of the lens and bottom of the cell.

Off-line 3ω damage testing in air was unable to reproduce the on-line damage
morphologies. The tripler was tested from 2 to 8 J/cm2 (equivalent
3-ns fluence). Bulk damage prevented testing the surfaces at > 8 J/cm2. The only observed
surface damage was sol flaking. The input surface started at lowest fluence. The output surface
inside the beam area had the least damage. Solvent cleaning eliminated sol-flaking from all
surfaces. The lens was tested to an equivalent 3-ns fluence of 8 J/cm2. The input surface inside
the beam area did not damage. Outside the beam area, damage occured in the form of shell
cracks. Some laser cleaning of particulate contamination was observed.

FOA-1
9/23/98-pkw, 5

nm deep.

100 µm

20 µm

20 µm

20 µm
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Figure B-3. Optical micrograph of second surface of tripler. Many particles of silica or substoichio-
metric silica found on the FOC and on the optic surfaces appeared to be in molten form.
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Appendix C

37-cm Tripler (type II) Crystals (all finished at CCI)

Notes:
CCI standard oil is based on Drakeoil 7, with proprietary additives

*CCI is experimental formulation of Drakeoill 7/ Lard cut / Lubrizol 936 (80% / 10 %/ 10%)

Crystal ID LL1-37-1
70% DKDP

RG8A-1
83%DKDP

LL1-12
80%DKDP

LL6-11
80%DKDP

32-cm LL6-14
80%DKDP

293-3
KDP

27-cm Nova*
KDP

LL3-3*
80% DKDP

RG8A-1
83%DKDP

DTM Date 3/10/98 4/28/98 1/17/98 5/15/98 4/26/94 1994 5/98 5/98* 7/9/98

Rework # of times 0 0 3 3 0 0 N N 1

Last Chuck side Input Input

Date coated 3/17/98 6/1/98 6/29/97 5/26/98 6/21/94 10/15/98 ~5/15/98 ~6/12/98 7/14/98

SOL BATCH / Solvent IT / EtOH IT / EtOH IT / EtOH IT / EtOH CB / EtOH Small IT/BuOH-
EtOH

IT/ EtOH IT/ EtOH ACSI AC-3/EtOH

Silicone ctg None None None None None GR650 None None None

Fluence  or campaigns
(Peak fluence at 3ns or
equivalent)

CG tripling  4
J/cm2, 1.5ns  (5.6
J/cm2, 3ns equiv)

RG tripling
3.8 J/cm2, 1.5ns
(4.2 J/cm2, 3ns)

PhaseI (0.6 J/cm2,0.2ns)
MDT (5.8J/cm2, 3.4ns)
HDTI (6.2 J/cm2, 3.2ns)

CEA (0.2 J/cm2, 0.2ns)
CEA (1.1J/cm2, 3ns)
HDTII(7.8J/cm2, 3.1ns)

32 cm activation (x3)
8.2 J/cm2, 3ns

0 0 0 0

Vacuum Yes/No Yes Yes Yes Yes No No No No No

Input ctg  (λ peak) 700 nm 370 nm 350 nm 350 nm 350 nm 700 nm 700 nm 1053 nm 370 nm

Input Morphology Meteors, no slits
@ 100x (6/98)

Dots @ 100x
(6/98)

dots at 100x (6/98)
very          few, small
slits @ 1250x (11/98)

Elongated dots @ 100x
(8/98)

Dots@ 500x (10/98) Nothing of note @
500x (11/24/98)

Nothing of note @
500x   (12/8/98)

Nothing of note @
500x   (12/10/98)

Small triangles?
Dots? @ 500x –
everywhere
(11/25/98)

Output ct (λ peak) 350 nm 370 nm 350 nm 350 nm 350 nm 350 nm 350 nm 1053 nm 370 nm

Output morphology
(date examined)

No dots or dashes
@ 100x (6/98)
Dots (very small
triangles?) 12/98

Dashes –in pyr
near  boundary
Dots- all other
(6/98)

Slits, other ‘high
energy’ damage

(6/98 – 11/98)

Long Slits, tightly
packed

(8/98 – 11/98)

Dots

(10/98)

Small triangles?
Only around coating
defects(11/24/98)

Nothing of note @
500x   (12/8/98)

Nothing of note @
500x   (12/10/98)

Small triangles?
Dots? @ 500x –
everywhere
(11/25/98)

Other Comments SBS’d

(surface cracked)

massively damaged in
HDT I, discrete surface
damage started during
MDT

many lg. discrete
damage sites HDT II

White scatter Photometry
unchanged after 5
wks. storage

Lots of coating
defects (LLNL
cleaned this one
after DT)

CCI setup crystal z-
cut

Very clean

Photometry –
dropped 2 – 3% T a
2ω by 12/4/98

Diffract (linearly) No Yes Yes No No (little scatter) No (lots 2π scatter)
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37-cm Doubler (Type I) Crystals (all finished at CCI)

Notes:
CCI standard oil is based on Drakeoil 7, with proprietary additives

*CCI is experimental formulation of Drakeoill 7/ Lard cut / Lubrizol 936 (80% / 10 %/ 10%)

Crystal ID 32-cm 311-4
KDP

32-cm 311-2
KDP

328-4
KDP

345-1
KDP

RG8B-1
KDP

RG8B-2
KDP

DTM Date 1994 6/94 ~ 12/97 12/30/97 2/25/98 2/20/98

Rework # of times 0 0 0? 0 0 0

Last Chuck side

Date coated ~1994?? 6/94 1997? 1/98 5/14/98 ~3/22/98

SOL BATCH / Solvent CB / EtOH?? CB / EtOH IT / EtOH IT / EtOH IT / EtOH IT/ EtOH

Silicone ctg GR650?? GR650 None None None None

Fluence  or campaigns 0? (‘spare’) 32-cm activation CEA conversion 0 HDT1&2

Vacuum Yes/No No No Yes Yes No Yes

Input ctg  (λ peak) 700 nm? 700 nm 700 nm 700 nm 350 nm 700 nm

Input Morphology
(date examined)

Tiny Dots

(12/98)

Needs inspection Dots

(12/98)

Dots

(12/98)

Nothing of note
@ 500x coated or
uncoated areas
(12/4/98)

Diamonds @
500x, but sparse
in center.
(11/24/98)

Output ct (λ peak) 700 nm? 700 nm 700 nm 700 nm 350 nm 700 nm

Output morphology
(date examined)

Needs inspection (Arrow side)
Dots, dense

(12/98)

Dots

(12/98)

Nothing of note
@ 500x coated or
uncoated areas
(12/4/98)

Diamonds? @
500x, but much
sparser in center.
(11/24/98)

Other Comments Burns (laser
damage of
GR650?)

White scatter
‘cross-hair’
pattern both sides

SBS’d

‘holes’  on output
from SBS event?

Thermal annealed
at 160 C,  6 days?
Bottom ~1/4
didn’t coat.

~3 %T drop first
time used, stayed
~constant after
that

Diffract (linearly) History unclear.
(working on it)

No
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5-cm Crystals

Notes:  Input surface coating and morphology is same as output surface for all 5-cm xtals
LLNL finishing uses pure Drakeoil 7
CCI standard oil is based on Drakeoil 7, with proprietary additives

527-1 DKDP 529-1 DKDP 524  KDP 324  KDP RG9-54 KDP LL3-321 DKDP 328-212 KDP LL6-54 DKDP 325FG KDP CCI332 KDP

DTM Site LLNL LLNL LLNL LLNL LLNL CCI CCI CCI CCI CCI

CTD Date 7/98 7/98 7/98 7/14/98 7/98 ~1/96 ~1/96 9/10/98 8/5/98 8/5/98

SOL Batch ASCI AC-3/
EtOH

ASCI AC-3/
EtOH

ASCI AC-3/
EtOH

ASCI AC-3/
EtOH

ASCI AC-3/
EtOH

Sec-BuOH small
lot

None None ASCI AC-3/
EtOH

ASCI AC-3/
EtOH

Silicone No No GR650 RT Cure RT Cure RT Cure

Fluence OSL? OSL? None None OSL? DT DT None DT DT

Vacuum No No No Mule No SEM No No No No

CTU 370 nm 370 nm 700 nm 350 nm 700 nm 1050 nm 700 nm 700 nm 700 nm 700 nm

Morph Obtuse ∆

(10/9/98)

Obtuse ∆

(10/9/98)

Diamond

(11/10/98)

Square

(10/17/98)

Diamond

(10/9/98)

Square

(10/27/98)

None

(11/10/98)

None

(11/10/98)

Slits where
sol/silicone coated,
silicone only - none
@ 500x  (9/3/98)

squares where sol/s
coated, none where
silicone only @
500x  ( 12/98))

Diffract Yes Yes No Yes

Comments
 orient (cut)

Tripler Tripler Doubler Z cut Doubler Z cut
finished 1/6/95

Z cut Z cut Tripler? (not z cut
by arrow )

Z cut
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4.7  Technical Issues and Their Resolution

Interdepartmental letterhead
Mail Station L-477
Ext: 2-9009

          October 1, 1998
NIF-0014787

WBS 1.3.1

To: J. Kilkenny, J. Paisner, and R. Sawicki

From: J. L. Emmett, L. Hackel, J. Hunt, and J.R. Murray

Subject: Recovery Plan for the Final Optics Assembly

DRAFT

Identification of problems

We have reviewed the final optics assembly with emphasis on the expected
frequency conversion efficiency and on the anticipated occurrence of damage of the
UV-loaded optics and the subsequent lifetime after damage. A top-level summary of
our conclusions is as follows:

1. The Program has good understanding and credible demonstrations of high-
efficiency frequency conversion under NIF-like conditions.  An error budget has
been built and describes well contributions that limit the conversion process.
The Beamlet data show that the current understanding of the physics of
conversion is quite good and that the current FOA crystal support design is
adequate. It is not necessary to conduct further experiments aimed at
understanding the basic frequency conversion process.

The error budget and the companion Beamlet experiments clearly identify that
the prime area for improvement is the antireflection (AR) coatings both with
respect to initial and longer-term performance.  Further efforts should be focused
on reducing the initial reflectivity and then maintaining this low reflectivity
through time and operation cycles.

2. Initiation of UV-generated optics damage and the subsequent growth of this
damage is of serious concern.  Although limited, the data accumulated with
Beamlet, including tripler operation at high fluence in air, exposure of uncoated
KDP to high-fluence UV in vacuum, and operation at high UV fluence of 32 cm
and 37 cm KD*P triplers in vacuum suggest that there is a serious surface damage
and damage growth problem with UV-loaded, coated optics operated in vacuum.
It is important that a firm commitment be made to solving this problem



4-90

including allocation of appropriate resources and the patience to understand that
the solution will take time.

Physical Understanding

A theoretical description has been built by Mike Feit to statistically describe the
probability distribution for initiation of surface or bulk damage.  This formalism
clearly points out that damage at some fractional level can be expected at any fluence
in the NIF. Damage of a relatively few sites will be acceptable if the damage is
constrained to grow at a sufficiently slow rate.  The key to successful operation will
be to limit the number of damage sites and to constrain their growth so that they
represent a relatively small fractional area obscuration.  The analysis identifies the
need to damage test areas of 50 cm2 or greater to generate meaningful statistics for
the type of damage observed on the Beamlet tripler. This is a change in focus and
tells us that the small area damage testers are no longer adequate.

A correspondingly good theoretical treatment of the growth of damage sites does
not currently exist.  It is this rapid growth of damage experienced in the Beamlet
High Damage Limit campaigns that is most worrisome.  The initial damaged area of
Beamlet UV optics represented only approximately one part in 105 of the aperture
area. However the damage sites rapidly grew to approximately 10% obscuration.

The initiation of damage and its relatively rapid growth appears to be tied to
contamination of sol-gel AR coatings and the UV fluence loading of optics in
vacuum.    It is not realistic to propose employing      a UV vacuum window for the NIF   
and hence it is critical to understand how to operate the UV optics at vacuum or low
pressure.  It is suggested that the vacuum plus UV may provide an environment
that chemically reduces the KDP and SiO2 enhancing damage and its subsequent
rapid growth.  Introduction of a small partial pressure of gas, such as O2, may help
reduce the rapid growth rate. As KDP is highly active electrically as well as
chemically, surface charging followed by an electric discharge could also, in
principle, lead to damage and disruption of the coating. Low-pressure gas would also
provide a mechanism for dissipating surface charges.

Plan for Solution

The plan we envision for the UV optics work has two basic phases.

A first phase would focus on gaining a more detailed understanding of the
damage situation and formulating a detailed plan to achieve a solution.  This first
phase would have a duration of 90 to 120 days and would allow us to credibly plan
and cost the second phase in which we would systematically work a solution.  First
phase activities would include five key activities:

Activity 1:  Analyze as completely as possible the Beamlet data from all three
damage campaigns and reconcile this data with our understanding to determine
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“what we know and what we do not know” and to define probable causes and cures.
We need to fully map and characterize the current surface condition of the Beamlet
crystal and UV optics.

Activity 2:  Prepare the Slab Lab for UV damage testing.  The system is currently
up and running and generating UV at a 10-J and 1-Hz rate.  We need to refine the
conversion to get the UV spatial uniformity equivalent to that of the one micron
output.  For the series of experiments planned, we also need to design and setup the
capability of handling 10-cm-scale parts in vacuum.

Activity 3:  Analyze and eventually redesign the diffractive optics packages to
reduce the irrandiance modulation produced by coating them.  Suspend the
manufacturing activities for diffractive optics until we have a design that works.

Activity 4:  Perform the appropriate analysis—primarily a ghost analysis—to
determine the risk of bringing up and operating the first bundle with several of the
UV optics uncoated.

Activity 5:  Develop a flexible top-level plan for activating the NIF that gives us
the time to solve the FOA problems.  In particular, we will probably need some
time, at least initially, to gather laser performance data.  Consequently, target shots
will be precious during this time and should probably be restricted to keeping the
weapons community happy.

A second phase would commence detailed testing, analysis, and evaluation
focused at a definitive solution.  Solutions however, may be of the interim nature,
with improvements coming sequentially over time and improvements resolved
and implemented after NIF activation. One near-term approach is to determine
through testing if we get reasonable UV power and energies after removing the
coatings from selected UV optics.  If so, this would buy some time to solve the
longer-term FOA problems.  The specific activities associated with solving the
damage problem will be more clearly defined during the 3 to 4 month phase one
effort and then implemented in the second phase.  Our current thinking centers
around three activities:  (1) figuring out and reproducing the damage mechanism in
an off-line test facility, (2) setting up and testing bare and coated parts under vacuum
and nonvacuum (air and low pressure) conditions to help define requirements for
achieving low-damage components, and  (3) supporting  the development work on
coatings to develop a high-performance, damage resistant coating.  Some details of
our current thinking for these there activities are included in Appendix D.

Plan Implementation

Since resolution of the damage issue is of critical importance to the NIF, a special
team with appropriate resources should be assembled to address the problem.  This
team will need to work with and have support from numerous established
elements within the Laser Program and within the NIF Project. Consequently, the
team needs to have appropriate authority to define and execute the program aimed
at resolving the damage and frequency conversion performance issues.  Progress
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will be incremental, time will be measured in years not months, and the
commitment must be unwavering.  With approval of the basic concept, specific
definition of the required resources and funding and detailing of the schedule and
milestones will be done.

The limitation of damage makes it wise to reevaluate the NIF activation
schedule.  It may be advisable to adjust the focus from activation of entire beamlines
to activation of the entire one-micron laser sections and delay hardware activation
of the UV sections until the best database and most of the progress in reduction in
damage can be attained.
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Appendix D

Phase II Plan Activities

Pending updates from the first phase results, we now envision three main
activities that should be attacked in parallel. Depending on the results of this work
we will know whether we want to acquire appropriately modified first-article
hardware and proceed to full-scale tests with a subaperture beam as originally
considered.

Activity 1:  Figure out the mechanism or chain of events that lead to the damage
on the Beamlet tripler. This optic (LL6-11) is our only physical link to the type of
damage with which we are concerned. Assuming we move forward, we will need to
carefully plan out more detail for the sequence of tests to be done on this part, using
the nonexposed regions of the aperture, with the goal being to:

1. Fully map and characterize the current surface condition (complete in phase 1).
2. Reproduce the damage under high-fluence exposure.
3. Identify any physical precursors.
4. Identify whether the environment can be modified to eliminate the effect.

The initial damage tests should be done in a controlled vacuum environment
using the tripler to generate the UV. The four edges of the plate outside the 30-cm
beam aperture should provide (4) good test pieces with area size meeting Feit’s
criteria. At least one piece should be tested first in air to provide a baseline
comparison. It is noted, however, that these parts have poor quality coatings, so the
results may not be representative of good quality parts. Therefore we should test
subaperture parts that are representative of good, uncontaminated parts.  The KDP
group has adequate raw material for such parts, but will have to be tasked to finish
them promptly for these tests.

A similar set of tests should be conducted for the Beamlet lens to see whether
vacuum alone can explain the large number of damage sites (30x more than
expected) and their faster-than-expected growth rate. We should certainly do these
tests.

Activity 2:  Setup the capability to test bare and coated parts of 10-cm aperture,
individually or integrated, under various controlled conditions to test the viability
of the current design. This is essentially a matrix of tests with the following clearly
defined purposes:

1. To increase the database on bare KD*P in vacuum.
2. To test an integrated configuration in air at 10-cm scale and repeat at vacuum to

definitively link the damage problem to vacuum.

We should consider testing several sets of optics, looking at half the aperture in
air and half the aperture at vacuum in sequential tests to reduce our sensitivity
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to processing variability. An alternate approach would be to test in air (where we
are likely to see no damage) then follow this with a test on the same area in
vacuum. Further thought is necessary to decide how to incorporate a test in the
presence of low-pressure gas.

3. To measure the effects of different gas pressures, component spacings, etc., to
identify whether the current FOA design can be made to work.

Activity 3:  Coordinate with the Optics Development Group to ensure a strong
focus on development of improved coatings.   This would include development of
hard-passivated coatings for KD*P, replacement of sol-gel with low-surface-area
coatings, sol-gel stability in partial pressures of oxygen w/ UV cleaning, etc. Evaluate
progress using test setup.

November 20, 1998

Note Added in Proof

J. L. Emmett does not agree that “no UV beams through a vacuum window”
should be a pre-condition for the design.  He also believes that the overall design is
too restricted.  For example, do the components need to be so closely spaced, etc.?
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5.0  Deformable Mirror/Wavefront Control

R. Zacharias, J. Koch, R. Sacks, E. Bliss, J. Hunt, K. Manes, D. Aikens, A. Grey, F. Holdener,
W. Houf, J. Lawson, C. Stolz, J. Toeppen, L. Van Atta, P. Wegner, W. Williams, S. Winters, and

B. Woods

5.1 Wavefront Control on the NIF

The use of lasers as drivers for inertial confinement fusion (ICF) and weapons
physics experiments is made possible by their ability to produce high-energy short
pulses in a beam with low divergence.  Indeed, the focusability of high-quality laser
beams far exceeds that of alternate power concentration technologies.  The challenge for
the National Ignition Facility (NIF) is to ensure that the potential of high-output beam
quality is realized. Although considerable effort has been expended to minimize
aberrations due to beamline components, other design constraints, including cost, have
caused the residual error to be significant.  A wavefront correction system is required to
compensate for these errors.

 During amplification and transport, each of the NIF’s beams will traverse optics
with inhomogeneities arising from a host of sources including figuring errors, mounting
distortions, prompt and residual thermal effects from flashlamps, driven and passive
air-path turbulence, and gravity-driven deformations. Many of these optical aberration
sources vary slowly in time and space.  The NIF will deploy a 39-actuator deformable
mirror (DM) in each of its 192 arms, with wavefront sampling accomplished by a 77-
lenslet Hartman-Shack sensor to correct errors with spatial scales larger than several
centimeters that persist for longer than a few seconds. This approach has been largely
validated by experience on the Beamlet prototype. In this section, we briefly discuss the
Beamlet experience, describe the chosen NIF architecture and the rationale for that
choice, detail the test and performance validation plans, and display both the basis and
the results of our current NIF performance modeling predictions.

5.1.1 Requirements

From the point of view of focused spot size, the tightest NIF requirement comes
from weapons physics applications.  At 3ω, the goal for the total of all beams in the
center of the target chamber is 500 TW inside a 250-µm-diam circle in a 1-ns pulse.
Under reasonable assumptions with respect to transport optics quality, frequency
conversion efficiency, and losses due to nonlinear propagation effects, the
corresponding 1ω performance goal at the laser output is 780 TW within a 19-µr radius
in a 1-ns pulse (this is 80% of the 975-TW total 1ω power).  The NIF must fulfill missions
of interest to national defense, applied energy research, and fundamental physics
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investigations. Each of these missions implies a set of requirements on the laser
system’s deliverable energy and power, spatial and temporal pulse control, beamlet
simultaneity, frequency conversion efficiency, and wavefront control. The formal
subsystem design requirements (SSDRs) for the wavefront control system derive from
the indirect-drive inertial fusion ignition and weapons physics missions:

ICF:

1. Deliver 1.8 MJ of 351-nm wavelength light inside a 600-µm-diam circle with a
carefully tailored envelope at target chamber center in a specified 20.5-ns
temporal shape.

2. Accomplish this in the presence of the residual thermal and air-path effects
consistent with an 8-hour shot rate and a goal of a four-hour shot rate.

Weapons:

1. Deliver 500 TW of 351-nm wavelength light inside a 250-µm-diam circle at target
chamber center in a 1-ns pulse shape.

An adaptive optic system was chosen as the most appropriate and effective means of
addressing the wavefront distortions expected on the NIF. Largely, this is because many
of the important aberrations are in fact time-varying. Gas density variations and system
vibrational effects will contribute distortions that change on time scales from subsecond
to tens of seconds. Previous shot thermal effects will track the component cooling and,
hence, change on the time scale of hours. Alignment and collimation errors will vary
slightly from shot to shot. Prompt thermal distortions of the slabs will be reproducible
shot to shot but may be expected to evolve slowly as flashlamps and reflectors age and
are replaced or refinished. By sensing these changes in real time and adjusting the
mirror shape accordingly, correction for all of these effects can be kept up to date. The
adaptive optic can also correct for much of the static aberration in the system.
Contributions such as optics figure errors, mount- and gravity-induced optic
distortions, and coating-stress optic distortion all lie at least partially within the
correction bandwidth of the DM and can be ameliorated.

 Our current baseline system model predicts that the NIF laser with the baseline
wavefront correction system will fulfill the ICF design requirement and will probably
meet the Stockpile Stewardship Program (SSP) goals. With credible improvements to
anticipated optics and better thermal management, the SSP goal can certainly be met.

5.1.2 Wavefront Control on Beamlet

For most of its operating lifetime, Beamlet employed a 6-cm-sq DM, placed just prior
to injection into the main amplifier cavity, as shown in Figure 5-1. The designs of this
DM—39 actuators arranged in a regular hexagonal pattern—and of the accompanying
77-lenslet Hartman-Shack sensor were based on technology developed over a number
of years in the Atomic Vapor Laser Isotope Separation Program.
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Figure 5-1.  Beamlet 40-mm-sq DM and its location in the Beamlet chain.

The corrective system was very successful in controlling the Beamlet wavefront.
Figures 5-1 and 5-2 show the 1ω farfield spot with the DM correcting for everything
except prompt thermal distortions of the slabs and the same spot with precorrection for
this aberration source. As can be seen, the spot size, as measured by the radius
enclosing 80% of the energy, is decreased by nearly 3× when correction for prompt
pump-induced distortion is added. The resulting 12-µr 1ω spot radius is better than that
needed to meet the NIF SSP goal.
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80 % spot radius:   31.38 µrad 80 % spot radius:   11.85 µrad

                
a b

Figure 5-2. Beamlet 1ω farfield spot (a) without and (b) with DM precorrection for
prompt thermal distortion of the amplifier slabs. In both cases, all other aberrations
are corrected.

As will be explained below, the decision was made to employ a full (40-cm-sq)
aperture DM at the cavity-end mirror position for the NIF. To gain operational
experience with such a device, a prototype full-aperture mirror, shown in Figure 5-3,
was constructed and installed on Beamlet for several weeks in January of 1997. A minor
design flaw in the actuator mounting procedure resulted in a failed actuator and caused
this mirror to have a residual surface error (the surface shape when the mirror is
controlled to a best fit to flat) that was several times larger than specification. Hence,
this first generation large-aperture DM never achieved the quality of wavefront control
that was achieved by the small mirror. Nevertheless, it operated successfully, without
damage, for more than 100 shots; the beam quality achieved was consistent with the
surface residual; and there was no apparent degradation in either mirror operation or
beam quality with time. It was largely due to lessons learned in these tests that required
repair and rework that culminated in the current successful second-generation large-
aperture DM.

5.1.3 The NIF Laser and Wavefront Correction S1ystem

The success of the Beamlet 6-cm DM system, coupled with the fabrication difficulties
encountered in the first full-aperture prototype might seem to lead naturally to the
deployment of a subaperture DM at the end of the NIF preamplifier beam transport
system. The NIF and Beamlet lasers, however, differ in a number of important
aspects—some of which are detailed in Table 5-1. One integrated consequence of these
differences is that significantly greater wavefront distortion is anticipated on the NIF
than was experienced on Beamlet. Figure 5-4 illustrates this effect by comparing the
predicted [5.1.1] prompt pump-induced distortion of a NIF interior slab (one not at
either end of either the cavity or the power amplifier) with that measured on Beamlet.
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While details of this shape remain uncertain, the qualitative conclusion is certain that
the aberration on the NIF will be significantly larger than on Beamlet both because the
slab will deform more and because the larger beam footprint will sample more of the
slab edge where the steering is most extreme.

Figure 5-3. Prototype full-aperture DM deployed on Beamlet.
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Table 5-1.  Differences driving different  wavefront distortions between the NIF and
Beamlet systems.

Beamlet NIF

32-cm beam 37-cm beam
550-µsec electrical pulse 360-µsec electrical pulse
49 slab passes 54 slab passes
Flat side reflectors Shaped side reflectors
Simple diamond central reflectors Shaped diamond central reflectors
10-lamp side array 6-lamp side array
16-lamp central array 8-lamp central array
4-cm thick slabs 4.1-cm-thick slabs
2.5-cm lamp bore diameter 4.3-cm lamp bore diameter
2-high Pockels cell 4-high Pockels cell
91.4-cm lamps 180-cm lamps
1 active aperture out of 4 8 active apertures out of 8

Larger pump cavity
Different pump cavity layout
Switchyard and transport present
Tipped mirrors

Beamlet interior slab NIF interior slab

NIF

Beamlet

NIF

Beamlet

Horizontal lineout Vertical lineout

Figure 5-4. Comparison of prompt pump-induced thermal aberrations in interior
slabs on Beamlet and the NIF. NIF predictions are normalized to AMPLAB
measurements.
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Increased beam distortion, of course, requires more waves of correction from the
DM. It was and is unclear that a single-pass, subaperture mirror could supply the total
surface deformation (stroke) required to correct the NIF beam. Placing the DM in the
main amplifier cavity allows the beam to reflect from it twice, halving the stroke
requirement. It also places the correction closer to the principal aberration sources,
reducing the beam wavefront distortions throughout the chain. This both decreases
loading on the early pinholes in the cavity spatial filter and enables improved
alignment. Finally, precorrecting for the entire chain would cause the wavefront to be
highly distorted just before the beam enters the injection telescope. Since the injection
procedure involves reflection from a mirror very close to the focal plane of that
telescope, use of a subaperture DM on the NIF would necessarily lead to enhanced
irradiance fluctuations on that mirror and to correspondingly increased risk of damage.

While the above arguments for utilizing a full-aperture corrector are compelling, it
must be recognized that there are also disadvantages to this approach. The same double
reflection that decreases the stroke requirement also doubles the effect of surface
residual errors. The mirror must operate in the harsh cavity environment where it will
be subject to intense broadband flashlamp irradiation on every shot. The mirror must
both survive this environment and maintain stringent cleanliness requirements in its
presence. The larger mirrors will obviously increase material, manufacturing, and
handling costs. Overall, the major deciding factor was a lack of confidence that a small
DM could be fabricated with sufficient stroke to meet the NIF requirements.

Figure 5-5 shows the global NIF laser chain architecture. Unlike in Beamlet, injection
occurs at the transport filter pinhole plane so that the power amplifier can be double-
passed, increasing the overall system gain and hence decreasing the necessary energy
per beamline from the optical pulse generation system. The DM is placed at the far end
of the 4-pass cavity, as motivated above, so that the beam reflects from it twice.
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Figure 5-5. NIF chain layout. The boost (power) amplifier is double-passed, as is the
full-aperture DM.
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Performance and environmental specifications for the NIF DM are listed in Table
5-2. Since there are no commercially available devices meeting these specifications, a
development program has been initiated and is presently well advanced. Design of the
first preprototype tested on Beamlet was begun in October 1994 and led to the device
tested in January 1997. A second-generation design has been constructed to address the
high surface residual error and has undergone off-line testing. In parallel, contracts
were placed in July of 1997 with two commercial vendors—Hughes Danbury Optical
Systems, now Raytheon Optical Systems, Inc., and ThermoTrex Corporation—to
produce alternative designs to meet the NIF specifications. Both vendors have delivered
prototypes that underwent testing at Lawrence Livemore National Laboratory (LLNL),
and both have been given an opportunity at a second-iteration improvement on their
first effort. Based on experience gained to date, the LLNL design has been tentatively
selected as the baseline, although further testing is still under way.

Table 5-2. Primary performance and environmental specifications for the prototype
DMs.

Performance specification
(1 µm) Surface Two-bounce total

39 actuators, hex pattern
Correction range
(2nd, 2nd+4th order)

4 waves 16 waves

Correction range
(4th order)

1 wave 4 waves

Surface residual error
(rms, closed loop) 0.025 waves 0.1 waves
Actuator coupling (goal)
(nearest neighbor actuator displacement) 30% 30%
Environment specifications
10 J/cm2 flashlamp fluence X
Relative humidity < 3% X

5.1.4 NIF Performance Modeling

Over the past several years, the laser modeling and optimization group has
developed a sophisticated suite of numerical propagation, frequency conversion, and
adaptive optics modeling tools,[5.1.2,5.1.3,5.1.4] as well as a comprehensive description
of the NIF design. Table 5-3 describes the features that are included in that model and
lists those that have not yet been adequately treated. These tools have been employed to
study the efficacy of the NIF baseline wavefront control system in addressing the
expected optical aberrations, to predict the NIF 1ω and 3ω performance, and to explore
alternatives for improving that performance.
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Table 5-3. Features of the numerical model of NIF wavefront correction and
performance.

Included Not included

All optical elements: beam shaper to target Regen amplifier model
Prompt and slow thermal distortions of amplifiers Obscurations from optic damage and impurities
Beam tilt for pinhole separation Alignment and registration errors
Beam offset through tilted slabs Tilted-slab “astigmatism”
Random, Gaussian-correlated aberrations (gradient
spec) on all large optics

Updated mounting aberrations

Calculated frequency conversion, including
nonlinear effects on wavefront

Updated front-end layout

Gas inhomogeneity and T-1 effects outside the
correction loop (from Beamlet measurements)

Updated information on optics quality and gas
inhomogeneity effects

Polarizer and mirror coating stress aberrations
Transport and final-optics assembly outside the
correction loop
Realistic correction algorithm, including Hartman
sensor, detector thresholding, and baseline actuator
positions
First pass at mounting aberrations
Measured residual error from LLNL DM
Measured or finite-element influence functions

Because the spacing between actuators in the baseline DM design is about 8 cm, it
cannot be expected to correct contributions to the wavefront distortion with length scale
shorter than that. The dominant sources of aberration in the correctable length scale are
prompt and residual thermal distortions of the amplifier slabs, Seidel aberrations
resulting from lens figuring and alignment errors, cavity and polarizer distortions due
to coating stress, and distortions of the polarizer and outcoupling mirror (LM3) due to
mounting and gravity effects.

Figure 5-6 displays the predicted low-power wavefront at the location of the
diagnostic pickoff for the Hartman sensor due to only the four aberration sources
mentioned above. If a 1-ns, 975-TW (1ω) pulse is propagated without correction
through the chain with this same limited set of aberrations, frequency-converted, and
propagated through the final optics assembly (FOA), the 3ω near- and far-field fluence
distributions are as shown in Figure 5-7. The clipping along the right-hand side of the
nearfield is due to the large defocusing steering in that location causing that set of rays
to clip on the pass-4 cavity pinhole. This clipping causes the diffraction ripples apparent
in the nearfield 3D projection. The resulting fluence contrast is sufficient to severely
damage optical components at this power. The beam focuses very poorly, with an 80%
spot radius of 37 µr and only 344 TW inside the desired 250-µm-diameter circle.
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Figure 5-6. Predicted NIF wavefront at SF4 in the presence of only the specified long-
wavelength aberrations.

Nearfield

Farfield

Figure 5-7. Nearfield and farfield fluence distributions of the 3ω beam at the end of
the FOA with only the specified long-wavelength aberrations and no correction.
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Our correction model is faithful to the planned operation of the NIF device. The
complex laser field predicted at the location of the sensor pickoff is vacuum-propagated
to a relay plane of the DM; 77 distinct, circular subapertures of that field are generated;
the field within each subaperture is separately focussed; and the centroids of the focal-
plane irradiance distributions are located. A DM surface is generated that minimizes the
sum of the squares of the centroid displacements. This surface is a linear superposition
of influence functions (total surface shape when a single actuator is extended a unit
amount) that were measured for the LLNL DM. These measured influence functions
include typical effects of alignment and registration errors between the DM and the
diagnostic, as evidenced by the fact that the locations of their peaks do not correspond
to the physical actuator locations.

Figure 5-8 shows the shape of the DM generated as described above (note that the
wavefront correction is 4× this shape because of the double reflection) and the residual
wavefront of the beam. A realistic model of the operation of the proposed NIF baseline
wavefront correction system predicts a decrease in both the peak-to-valley and the root-
mean-square (rms) variation of the wavefront from these long-scalelength sources by
about 10× and an increase in the strehl ratio from vanishingly small to 77%. Figure 5-9
gives the effect on the SSP 3ω near- and far-field distributions of applying the calculated
correction at the cavity mirror location. The beam clipping has been eliminated, as has
the prediction of optics damage. The 80% spot radius has been reduced by more than
3.5× to 10.5 µr, and the power inside of 250 µm has risen to 742 TW—91% of the total 3ω
power.

(a) (b)

Figure 5-8. (a) DM phase generated to minimize Hartman-spot centroid
displacements and (b) residual beam wavefront when corrected with that phase.
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Nearfield

Farfield

Figure 5-9. Corrected beam nearfield and farfield. The baseline NIF adaptive optics
system is expected to be extremely efficient at removing long-wavelength wavefront
distortions.

In reality, of course, the NIF beam will be subject to wavefront distortions that lie
outside the response range of the DM. Figure 5-10 displays the predicted wavefront at
the diagnostic pickoff with models of all effects included, as well as the calculated
mirror shape and the residual phase. As expected, both the sampled phase and the
resultant mirror shape are very similar to those in Figures 5-7 and 5-8, however the
uncorrectable residual is considerably larger. The resulting predicted 3ω farfield images
for the 20-ns shaped ICF ignition pulse and the 1-ns high-power SSP pulse are shown in
Figure 5-11. As can be seen, the ICF wavefront requirement is satisfied, although with
little margin, while the short-pulse focusability falls about 20% below the SSP goal.

The modeling reported above assumed the baseline design actuator spacing and the
residual surface error as measured on the LLNL prototype mirror. The residual error, in
particular, was about 25% larger than the 25-nm rms specified for the three prototypes.
It is natural to ask how sensitive the predicted SSP performance is to these parameters.
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(b)

(c)

(a)

Figure 5-10. Baseline NIF wavefront model and correction. (a) Predicted wavefront at
SF4 with all aberration sources included, (b) calculated DM correction, and (c)
residual wavefront after correction.

Power(250 µm)=410 TW

(a)

(b)

Figure 5-11. Predicted farfield fluence distributions of (a) ICF shaped pulse and (b)
SSP flat pulse with full baseline model and wavefront correction.
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This question is addressed in Figure 5-12, which shows the power inside 250 µm as
(a) the DM residual is scaled and (b) the transverse dimensions of the influence
functions are scaled. Performance  improvements related to these two parameters
would, at best, be moderate.
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Figure 5-12. Sensitivity of power inside 250 µm to (a) DM surface residual error and
(b) actuator spacing.

Other uncertainties in the model input relate to the magnitudes of the optics figuring
errors, the thermal deformations of the amplifier slabs, and the aberrations caused by
air-path density inhomogeneities. The sensitivity of NIF performance to these
parameters is explored in Figure 5-13. The magnitude of imperfections in NIF optics
with scalelength longer than 3.3 cm is controlled by a specification on the rms gradient
of the optical path difference after filtering at that wavelength. The current NIF
specification is that this value must be less that 70 Å/cm, and this is represented in our
baseline model by Gaussian-correlated random noise at that amplitude. There is reason
to believe,[5.1.5] however, that the average rms gradient in a given chain may be more
likely, in practice, to be closer to 50 Å/cm. If so, that change could increase the
deliverable power into the SSP spot by about 5%. The “waviness-1” part of the optical
imperfection spectrum refers to defects with scalelengths between 1 cm and 3.3 cm. It is
currently specified to contribute an rms amplitude no larger than 170 nm, but
consideration has been given to tightening that specification to 130 nm. Doing so, we
predict, would add roughly another 10% to the deliverable power. Our current estimate
of the aberrations in the preamplifier and injection optics is fairly crude. A factor of two
improvement with respect to our baseline model would translate into about a 7%
increase in the deliverable power. Measurements of the prompt thermal slab distortions
performed on Beamlet and on Amplab are in disagreement by more than 2×, and our
baseline model has adopted the more conservative estimate. Making the more
aggressive assumption, along with discarding residual thermal distortions (i.e.,
assuming the laser thermally stabilizes between shots) yields another 5% improvement.
Finally, our estimate of the air-path inhomogeneity effect is highly uncertain and
arguably conservative. Removing this one contribution improves the deliverable power
by more than 18%.
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Figure 5-13. Sensitivity of power inside 250 µm to the size of various aberration
sources.

5.1.5  Plan for NIF Wavefront Correction Performance Validation

Full-scale experimental validation of the capability of the wavefront correction
system to control the NIF spot size will not be possible before activation of the first
bundle of 8 beamlets. Accordingly, both the DM down-selection process and validation
of the performance of the selected candidate will be computationally based. We will
continue to update and improve our models of the NIF chain and aberration sources
and of the operation of the sensors and the DM as new information is developed. Large-
scale, end-to-end chain modeling, validated by comparison to continuing subscale
experiments, will then constitute demonstration of the system functionality.

Functional prototypes of all three DM candidates are being completed and will be
characterized in our interferometer lab. Judgements of manufacturability, as well as
measurements of stability and survivability in the presence of flashlamp loading,
mechanical sturdiness, heat dissipation requirements, and ease of gaining and
maintaining the required cleanliness level will be important in selecting the final design.
Measurement of influence functions, surface residuals, and actuator stroke will be
incorporated into our system models to compare the candidates’ performances and to
validate the final system.

Figures 5-14 and 5-15 illustrate how raw data from the phase-shifting interferometer
is processed to yield useful input for system modeling. Software supplied with the
instrument interprets the fringe pattern as microns of optical path difference. Figure
5-14 shows the resulting phase pattern for a single-actuator influence function, obtained
by subtracting a measurement when the actuator is retracted a unit distance from that
when it is extended. Figure 5-15 is the measured residual surface shape. It is obtained
by:
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1. Replacing the DM with a reference flat and measuring both the phase surface and
the locations of the Hartman sensor spot centroid locations.

2. Reinstalling the DM and using the Hartman sensor and control software to control
to the same set of spot locations.

3. Averaging a large number of phase patterns obtained under such “best flat”
conditions to eliminate air-path turbulence effects.

4. Subtracting the reference-flat phase from the averaged DM phase.

In both cases, noise in the poorly illuminated edge of the field of view yields sharp,
spurious spikes in the output that clearly must be windowed out. Small ripples on the
remaining distribution are artifacts of the interferometer optical system and must be
removed. A 2D, third-order Savitsky-Golay smoothing algorithm6 has been found to do
a very nice job of removing this unwanted structure without disrupting the underlying
data—as illustrated. Finally, the influence functions are windowed to remove small
long-range features and normalized for numerical convenience. The resulting phase
screens are captured numerically, without the need for approximate fitting functions,
and used in calculating mirror shapes and system performance.

(c) (d)

(a) (b)

Figure 5-14. Processing of measured influence function. Experimental data (a) is first
truncated to remove spurious spikes at the edges. The reulting function (b) contains
small diffraction ripples caused by imperfections in the interferometer optics. These
are smoothed (c) by a Savitsky-Golay technique. A supergaussian window and
normalizing scale factor yields a usable basis function (d) for describing the mirror
shape.
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(a) (b)

(d)
(c)

Figure 5-15. The same signal processing as in Figure14 produces our numerical model
for the DM surface residual.

5.1.6  Conclusion

To meet the desired criteria on the focusability of its delivered energy, the NIF laser
will require active wavefront correction. The baseline design for that correction system
is a 39-actuator, full-aperture DM operating closed-loop to minimize spot displacements
in a 77-lenslet Hartman-Shack sensor. The development project is well-advanced, with
delivery of three prototype mirrors and successful closed-loop operation and
characterization of one of these. Numerical simulation with a probably conservative
model of the system aberration sources, experimental influence and surface residual
shapes, and realistic depiction of the device operation predicts that NIF will meet its
ICF requirements and nearly meet its SSP goals.
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5.2  Laboratory Test Results for the LLNL-Design NIF Large-Aperture Deformable
Mirror

J. A. Koch, R. Zacharias, R. Sacks, S. Winters, E. Bliss, M. Dailey,
A. Grey, K. Manes, L. Seppala, J. Toeppen, L. Van Atta, and B. Woods

Abstract

We have performed initial laboratory tests of the prototype LLNL-design large-
aperture deformable mirror (DM), which is the current baseline design for the NIF.
The closed-loop data show a residual surface error of 0.035 waves rms when the DM
attempts to match a nominally flat surface and a residual surface error of 0.046
waves rms when the DM attempts to null a smoothly-varying 11.9-wave (double-
pass equivalent) wavefront aberration.  The former data has a 182 Å/cm reflected-
wavefront rms gradient and a double-reflection far-field angular half-width of 5.6
µrad, while the latter has a 205 Å/cm reflected-wavefront rms gradient and a
double-reflection far-field angular half-width of 7.9 µrad.  The rms gradient is larger
than the current NIF large-optic specification of 75 Å/cm, but the minimum focus
spot is significantly smaller than the NIF requirement of 19 µrad.  NIF system
modeling indicates that the performance of the mirror is adequate.

5.2.1 Introduction and Instrumentation

Each of the 192 beamlines of the NIF requires an independent wavefront
correction system to attain the focusability requirement of 80% of 975 TW inside a
±19 µrad circle for a 1-ns pulse [5.2.1]. To minimize aberrations throughout the
beamlines and maximize the correction range, the wavefront correction system for
each beam will rely on a full-aperture (40-cm) DM, which will serve as an end
mirror of a double-pass amplifier cavity.  Each beamline will utilize a Hartmann
sensor (HS) lenslet array to sample beam wavefront and to vary the DM surface
figure under closed-loop control.

Three prototype large DMs have been constructed to date.  Two were purchased
on contract from commercial vendors based on their own designs, and a third (the
LLNL design) was designed and assembled largely in-house based on LLNL-
developed technology.  The LLNL design is the current baseline for the NIF.  To test
the performance of the mirror integrated with the control system, it is necessary to
operate the mirror under closed-loop control with a HS and to simultaneously
measure the surface figure to high precision with a separate instrument.  No
existing instrument was known to be capable of performing these measurements;
therefore, we constructed a 60-cm aperture, phase-shifting Fizeau interferometer
facility.  Experimental results from the test facility, in conjunction with full NIF
beamline simulations, can be used to determine how well the prototype mirrors
perform relative to NIF focusability requirements.  These results, along with other
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factors such as cost, will be used to select a final NIF DM design.  Finally, further
laboratory tests will be required to investigate various issues involving mirror
performance, controller performance, and to qualify each of the 192 NIF beamline
DMs.

The layout of the test facility is shown in Figure 5-16.  A detailed description of
the facility will be presented in a separate paper; here we summarize the instrument
performance.  The core of the facility is a phase-shifting, 1.06 µm-wavelength, 4-in.
Fizeau interferometer (Phase-Shift MiniFiz) coupled to a Keplerian beam expander,
which is composed of numerous optics mounted on an air-supported 20 × 5 × 2 ft
granite optical table.  The table is surrounded by a sealed clean-room-type enclosure
with polystyrene-core panels, and an air-handling system cycles temperature- and
humidity-controlled air through the enclosure.

Hartmann Sensor

Deformable
Mirror

Reference
Flat Phase Shift 4"

Interferometer

Figure 5-16. Table layout of the Deformable Mirror Test Facility interferometer
system.  The 4-in. beam enters a 6.8× Kepler telescope from the right, which has a
folded optical path to reduce space requirements.  A large-aperture test surface (the
DM or a reference flat) is placed on the left side and is relay-imaged by the telescope
onto the transmission flat of the MiniFiz.

A major feature of the interferometer system is the very large (~12 meter) path
length difference between the two interfering beams (reflected off the 4-in.
transmission flat on the MiniFiz and off the DM or reference flat).  This design
feature is required to allow the DM-reflected beam to be viewed by the HS controller
via a beamsplitter pickoff placed within the 4-in. aperture side of the beam expander
(top-center in Figure 5-16).  This arrangement minimizes (but does not completely
eliminate [5.2.2]) interference fringes at the HS lenslet plane and reduces system
costs, but also causes the system to be very sensitive to vibration and air turbulence.

Vibrations are minimized by acoustical and mechanical isolation; however,
acceptable reduction of air turbulence currently necessitates turning off the air-
handling system prior to performing tests.  In operation, the air-handling system is
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run for two hours to achieve steady-state temperature and humidity before being
turned off for interferometer measurements, which commence after a 20-minute air
stabilization period and continue for up to 1 hour.  These periods were determined
after analysis of time-dependent variations in temperature and system alignment;
during the 1-hour test window, system alignment drifts are almost entirely tip/tilt,
which is always removed from the data.  The typical operating environment during
the LLNL-design mirror measurements was 68° F and 30% relative humidity.
Future upgrades to the facility, including an inner enclosure around the granite
table, should allow continuous measurements to be made at ~5% relative humidity.

Table 5-4 summarizes the instrument precision, stability, accuracy, and
repeatability currently achieved under routine operating conditions and after
removal of tip/tilt from the test data.  These parameters can be related to each other
by considering a particular surface measurement S(x,y) at time t as the sum of two
terms,

S(x,y;t) = G(x,y) + F(x,y;t) (5.1)

where G is due to the actual mirror surface plus instrumental aberrations, and F is a
time-varying random noise function, due, e.g., to turbulence, which averages to
zero in space and time and is uncorrelated with G.  In this case, the spatial rms
deviation of S separates into two terms:

σS(x,y;t )
2 = σG(x,y)

2 + σF(x,y;t )
2 (5.2)

If G is constant in time, and if F decorrelates completely between sequential
measurements, we can make the following identifications:

  (rms accuracy)2 = σG(x,y)
2     (5.3)

  (rms precision)2 = 2σF( x ,y)
2     (5.4)

  (rms repeatability)2 ≈ 
1

4σG( x ,y)
2 σF( x ,y)

4 − σF( x ,y)
2( )2



 (for σG(x,y) >> σF(x,y;t ))     (5.5)

where the overbar denotes a time average.  Slowly-varying alignment drifts change
G over time, and the acceptable measurement interval for constant G is determined
by the period during which the stability is essentially equal to the precision.  Finally,
fast-averaging over N individual surface profiles per measurement improves the
precision and the repeatability by reducing σF(x,y;t ) ; the reduction in σF(x,y;t )  is less
than N  if F does not completely decorrelate within the fast-average time interval.
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Table 5-4. Deformable Mirror Test Facility Interferometer performance.  Precision,
stability, accuracy, and repeatability data were obtained using 6× fast averaging and
subtracting tilt, over a 365-mm-square aperture; analysis was performed with Phase-
Shift Opticode software on data files W8100105-W8100118.  The reference flat surface
figure was measured on another, calibrated, large-aperture interferometer; the figure
errors are primarily focus and astigmatism.

Parameter Requirement Measurement

PRECISION

(mean p-v/rms of the difference
between two consecutive
measurements during a sequence)

< 0.016 λ rms
(10% effect for a 0.025 λ rms
surface difference measurement)

0.005 λ rms
0.028 λ p-v

STABILITY

(mean p-v/rms of the difference
between any measurement
relative to the first during a
sequence)

comparable to precision for
periods long enough to perform
adequate tests

0.006 λ rms
0.034 λ p-v

(during 1-hour measurement
period)

ACCURACY

(p-v/rms of the average of many
sequential surface measurements)

none
(difference measurements are
always made)

0.034 λ rms
0.200 λ p-v

REPEATABILITY

(rms deviation of  the values of
the p-v/rms during a sequence of
surface measurements)

<< precision 0.0006 λ rms
0.004 λ p-v

REFERENCE FLAT SURFACE
FIGURE

< 0.5 λ p-v 0.025  λ rms
0.39 λ p-v

(over 440 mm square aperture)

The instrument is used exclusively for difference measurements of the DM
surface relative to a reference flat, and therefore the most important performance
parameter is the instrument precision; this is because the rms of each two-file
difference measurement is the quadratic sum of an actual rms difference and the
rms instrument precision.  A typical difference measurement between sequential
measurements of a reference flat is shown in Figure 5-17.  The rms difference is
0.004 waves surface, and the 80% far-field double-reflection spot radius is 2.55 µrad
(1.02× the diffraction limit).  The instrument is thus capable of performing
essentially diffraction-limited difference measurements.
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 (a)     (b)
Figure 5-17. Typical difference between two sequential measurements of a reference
flat, displayed as surface displacement (a) and as the far-field transform of the
double-reflection wavefront after filtering spatial periods less than 33 mm (b).  The
rings in (a) result from diffraction due to dust in the optical system.  The surface rms
in (a) is 0.004 λ and the 80% half-width in (b) is 2.55 µrad.

We finally note that the 4-in. beam currently contains a number of diffraction
artifacts caused by dust on the internal optics of the MiniFiz, and the effects of these
artifacts on surface measurements are not yet fully quantified.  In particular,
difference profiles obtained with a reference flat longitudinally or laterally displaced
between measurements typically show a characteristic oval-shaped pattern that does
not appear in the difference between sequential measurements.  This pattern is
faintly visible in all the DM residual error data, and while it cannot currently be
eliminated, it is not believed to be a significant source of additional measurement
uncertainty.

5.2.2.  LLNL Deformable Mirror Tests

The first prototype mirror we have been able to fully test is the LLNL-design
prototype [5.2.3].  This mirror was originally tested on Beamlet; since those tests, the
mirror was rebuilt to reduce figure errors [5.2.4]. The present tests with the rebuilt
mirror consisted primarily of the following:

(1) Closed-loop residual error-to-flat.  A reference flat measurement is taken with
the interferometer, and the HS spot centroid positions are saved by the
controller.  The reference flat is then replaced by the DM, and the controller
attempts to match the observed spot centroid positions to the saved centroid
positions while running the DM closed-loop.  A large number of DM surface
measurements are taken with the interferometer and averaged, the
interferometer reference flat file is subtracted, and tilt is subtracted from the
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resulting difference file.  The rms noise level for these measurements is
primarily due to noise in the reference flat file alone, which is approximately
equal to the instrument precision divided by 2 .

(2) Closed-loop residual error to an aberrated wavefront.  A reference flat
measurement is taken with the interferometer, and the HS spot centroid
positions are saved by the controller.  The reference flat is then replaced by the
DM, a transmission aberrator is placed in the 4-in. portion of the beam just past
the beamsplitter pickoff, and the controller again attempts to match the observed
spot centroid positions to the saved centroid positions while running the DM
closed-loop.  A large number of DM surface measurements are taken with the
interferometer and averaged, the interferometer reference flat file is subtracted,
and tilt is subtracted from the resulting difference file.  The rms noise level for
these measurements is also approximately equal to the instrument precision
divided by 2 .

(3) Actuator influence functions.  The DM is run closed loop to match an earlier
reference-flat file.  The loop is then opened, and an individual actuator is pushed
and then pulled.  The influence function is defined to be the difference between
the push-surface and the pull-surface; this procedure is repeated for each of the
39 actuators.  The rms noise level for these measurements is approximately equal
to the instrument precision.

The individual actuator influence functions were measured for comparison with
finite-element model predictions and for input into a NIF system model.  In
addition, measurements of the transmission aberrators alone for test #2 were
obtained, and several dual-actuator influence function measurements were
obtained in a manner similar to test #3.  These measurements were obtained
primarily to provide guidance for finite-element modeling of the mirror, rather
than to test the performance of the mirror.  In the remainder of this paper, we
concentrate on the closed-loop measurements.

5.2.3  LLNL Deformable Mirror Closed-Loop Test Results

The closed-loop residual error-to-flat test results are shown in Figures 5-18 to 5-21.
Each of the four data were obtained by averaging 16 DM measurements, and each
measurement consisted of a fast average of 6 individual DM surface profile measure-
ments; a single fast-averaged reference flat file was then subtracted from the average.
The data in Figures 5-18 and 5-19 were obtained using the same reference flat files,
but the data were taken on different days; the data in Figures 5-20 and 5-21 were each
obtained using different reference flat files.  The four test results were not expected to
be identical since variations in instrument alignment will change the actual DM
surface shape required to match a given reference, but the data are clearly very
similar and show reproducible features, some of which are instrumental artifacts as
discussed in Section 5.2.1.  The quantitative test results are given in Table 5-5.
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 (a)     (b)
Figure 5-18. Closed-loop residual error-to-flat (measurement #1, reference #1),
displayed as surface displacement (a) and as the far-field transform of the double-
reflection wavefront after filtering spatial periods less than 33 mm (b).

 (a)    (b)
Figure 5-19. Closed-loop residual error-to-flat (measurement #2, reference #1),
displayed as surface displacement (a) and as the far-field transform of the double-
reflection wavefront after filtering spatial periods less than 33 mm (b).

The closed-loop residual error to an aberrated beam test results are shown in
Figures 5-22 and 5-23, along with interferometer measurements of the transmitted
wavefronts that the mirror is attempting to null.  Again, each of the two data were
obtained by averaging 16 DM measurements, and each measurement consisted of a
fast average of 6 individual DM surface profile measurements; a single fast-averaged
reference flat file was then subtracted from the average.  In Figure 5-23, the
transmitted wavefront is 2.14 waves P-V (peak-to-valley), corresponding to an 8.6-
wave correction on the NIF; in Figure 5-24, the transmitted wavefront is 2.97 waves
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P-V, corresponding to an 11.9-wave correction on the NIF.  The data are clearly very
similar to the closed-loop residual error-to-flat data and show reproducible features;
again, the quantitative test results are given in Table 5-5.  The aberrator of Figure 5-22
was glass, and the aberrator of Figure 5-23 used the glass together with a piece of clear
plastic, which changed the shape of the aberration and added higher spatial
frequencies.  However, we note that in both cases, the aberrations at scale-lengths
shorter than the actuator spacing are lower than those expected on the NIF.

 (a)     (b)
Figure 5-20. Closed-loop residual error-to-flat (measurement #3, reference #2),
displayed as surface displacement (a) and as the far-field transform of the double-
reflection wavefront after filtering spatial periods less than 33 mm (b).

 (a)     (b)
Figure 5-21. Closed-loop residual error-to-flat (measurement #4, reference #3),
displayed as surface displacement (a) and as the far-field transform of the double-
reflection wavefront after filtering spatial periods less than 33 mm (b).
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Table 5-5. Summary of LLNL-design closed-loop test results.  All data were obtained
over a 365 mm square aperture and have tilt subtracted.  Uncertainties are the
standard deviation of the mean over 16 individual measurements.  Analysis was
performed with Phase-Shift Opticode software.

Data Surface residual error Reflected wavefront
gradient (for periods

> 33 mm)

Double-pass far-field
angular half-width
(for periods > 33 mm)

Closed-loop to flat:
measurement #1,
reference #1

0.031 ± 0.0005 λ rms
0.329 ± 0.005 λ p-v

177 Å/cm 5.6 µrad

Closed-loop to flat:
measurement #2,
reference #1

0.034 ± 0.0008 λ rms
0.338 ± 0.006 λ p-v

185 Å/cm 5.7 µrad

Closed-loop to flat:
measurement #3,
reference #2

0.040 ± 0.0006 λ rms
0.377 ± 0.004 λ p-v

183 Å/cm 5.4 µrad

Closed-loop to flat:
measurement #4,
reference #3

0.033 ± 0.0005 λ rms
0.321 ± 0.003 λ p-v

185 Å/cm 5.6 µrad

Closed-loop to
aberrator #1
(8.6 λ  NIF equivalent)

0.038 ± 0.0006 λ rms
0.418 ± 0.005 λ p-v

193 Å/cm 7.2 µrad

Closed-loop to
aberrator #2
(11.9 λ  NIF equivalent)

0.046 ± 0.0005 λ rms
0.357 ± 0.005 λ p-v

205 Å/cm 7.9 µrad

(a)  (b) (c)

Figure 5-22. Closed-loop residual error to an aberrated beam (aberrator #1, shown as
transmitted wavefront in (a)), displayed as surface displacement (b) and as the far-
field transform of the double-reflection wavefront after filtering spatial periods less
than 33 mm (c).  The contour lines in (a) are artifacts of the image processing and are
not present in the data.
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(a)  (b) (c)

Figure 5-23. Closed-loop residual error to an aberrated beam (aberrator #2, shown as
transmitted wavefront in (a)), displayed as surface displacement (b) and as the far-
field transform of the double-reflection wavefront after filtering spatial periods less
than 33 mm (c).

5.2.4  Summary and Conclusions

The closed-loop residual error-to-flat test results show an average surface
difference of 0.035 λ rms.  After filtering to suppress spatial periods <33 mm, the data
show an average reflected wavefront gradient of 182 Å/cm and a double-reflection
far-field spot radius (80% angular half-width) of 5.6 µrad.  For the two
measurements of the closed-loop residual error to an aberrated beam, these
numbers are 0.038 to 0.046 λ rms, 193 Å/cm to 205 Å/cm, and 7.2 to 7.9 µrad.  The
rms wavefront gradient compares with the current NIF large-optic rms wavefront
gradient specification of 75 Å/cm, and the far-field angular half-width compares
with the final NIF focusability requirement of 19 µrad.  The results therefore
indicate that the LLNL-design DM can correct smoothly-varying, large-amplitude
wavefront errors with a precision somewhat larger than twice the current NIF large
optic wavefront gradient specification, and that the reflected wavefront after
correction can be focused in principle to a spot much smaller than the NIF
focusability requirement.  Final assessment of the LLNL-design DM performance
relies on full NIF system modeling, and these results are described in a separate
paper; we note here that the performance of the DM is adequate given the presence
of wavefront aberrations at scale-lengths shorter than the actuator spacing, which
are beyond the ability of the DM to correct.
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5.3  Optimization Plan for NIF Wavefront Correction

Internal Memorandum
National Ignition Facility Project

Mail Station   L-495

Extension  2-5483

30 Nov 98

From: Erlan S. Bliss

To: Distribution

Subject: Plan for optimization of NIF wavefront correction including selection
and production of cavity deformable mirrors

5.3.1  Introduction

The use of lasers as the driver for inertial confinement fusion experiments and
weapons physics applications is based on their ability to produce high-energy short
pulses in a beam with low divergence.  Indeed, the focusability of high-quality laser
beams far exceeds that of alternate technologies.  The challenge for the NIF is to
ensure that the potential of high-output beam quality is realized.  Although
considerable effort has been expended to minimize aberrations due to beamline
components, other design constraints, including cost, have caused the residual error
to be significant.  A wavefront correction system is required to compensate for these
errors.

5.3.2  Requirements

From the point of view of focused spot size, the tightest NIF requirement comes
from weapons physics applications.  At 3ω the goal from all beams in the target
chamber is 500 TW inside a 250-µm-diam circle in a 1-ns pulse.  Under reasonable
assumptions with respect to transport optics quality, frequency conversion
efficiency, and losses due to nonlinear propagation effects, the corresponding 1ω
performance goal at the laser output is 725 TW within an 18-µr radius in a 1-ns
pulse.

Based on estimates of NIF beamline aberrations without wavefront correction,
propagation models predict the 1ω divergence angle radius for 725 TW would be
greater than 28 µr, much larger than the requirement.  On the other hand, the
modeled performance with an idealized 39 actuator deformable mirror is a 15-µr
radius, but this leaves little room for deficiencies in the mirrors we build for NIF.
Confidence in the propagation codes used for this modeling was established by their
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successful application to the Beamlet laser, which had an operating adaptive optics
system and detailed output measurement capabilities.

5.3.3  Deformable Mirror Background

The deformable mirror used on Beamlet for most of its operating lifetime was
designed for a 6-cm-square beam and was located at the output of the front-end
pulse generation system.  Concerns about potential increased range requirements for
the NIF, the anticipated reduced beam size in the NIF pulse generation system, a
damage threat from precorrection-induced modulation on the injection mirror, and
implications of a large initial wavefront error for pinhole loading and alignment
accuracy led to the decision in 1994 to extend the LLNL technology to the 40-cm
aperture of the NIF main beam.  A full aperture mirror can be used as the end
mirror of the multipass amplifier cavity.  In this location the beam reflects from it
twice, which reduces the required surface correction range by a factor of two, and the
mirror is adjacent to the multipass amplifier, the largest source of beamline
aberrations.  Therefore, the aberrations are corrected near their origin, which
reduces aberrations all along the propagating beam path.

While the range requirement is easier, and the advantage of being located near
the aberrations is compelling, there are two technical requirements that become
more difficult for a cavity deformable mirror:  the effect of surface residual errors is
doubled by the second interaction with the beam, and the mirror must withstand
intense broadband flashlamp irradiation from the amplifier.  The first LLNL
prototype did not meet the specification established for surface residual error, but it
was installed on Beamlet for several weeks in January 1997.  Its performance was
consistent with its surface residual error, and it survived the amplifier
environment without apparent degradation.

Commercial sources of deformable mirrors did not have existing products
meeting NIF requirements.  Therefore, to establish vendor qualifications, request for
quotes (RFQs) for construction of 40-cm prototype mirrors were issued early in 1997
to companies known to be interested.  Respondents could bid on fabrication of the
LLNL design or on an alternate design of their choosing.  Two contracts were signed
in July 1997—one with Hughes Danbury Optical Systems, now Raytheon Optical
Systems, Inc. (ROSI), the other with ThermoTrex Corporation (TTC).

5.3.4  Deformable Mirror Testing and Validation

In the absence of an actual NIF beamline on which to demonstrate wavefront
correction success, the plan for qualification of deformable mirrors is based on
modeling capabilities and lab test results.  The initial lab tests, using a 40-cm
aperture phase measuring interferometer, are to measure actuator influence
functions and to determine mirror residual error characteristics.  A prototype NIF
controller and Hartmann wavefront sensor are integrated with the interferometer,
and they support closed-loop control of the mirror to achieve specified Hartmann
spot patterns.  In parallel, finite element analysis (FEA) calculations generate
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predictions of the influence functions for comparison with lab data.  To the extent
that the two sets of influence functions agree, confidence in the results is increased.
In addition, a basis for using the FEA model to evaluate possible future design
changes is established.

A beamline model for each deformable mirror incorporates its actuator influence
functions and residual error characteristics.  Running the full propagation code,
including current best estimates of beamline aberrations, predicts each mirror’s
effectiveness in producing a high quality focus at the target.  Experience with this
approach using less complete deformable mirror models achieved general
agreement with measured Beamlet focal spots.  If NIF performance is predicted to be
significantly better with one of the candidate mirrors than the others, that fact will
be important in the process of deformable mirror selection.  The mirror and
propagation models also support refinement of the deformable mirror specifications
for production.

5.3.5  The ROSI Deformable Mirror

The ROSI mirror uses 39 PMN (lead magnesium niobate) actuators with
nominal 10-µm stroke when tested with no load.

Desirable design features include:

• The use of invar and zerodur to reduce temperature sensitivity.
• A well-defined procedure for replacing actuators.
• Protection of epoxy joints from flashlamp light.

Design concerns include:

• Support of the weight of the mirror, which is cantilevered from the actuators.
• Absence of preloading for the actuators, which sometimes operate in tension.
• The fact that PMN actuator suppliers are few in number and generally

unproven.

When tested at LLNL, the ROSI mirror was found to have 11 broken actuators
and several with less than design range.  It was possible to measure a representative
set of influence functions, which agreed with FEA results within 8% over the entire
surface, but closed-loop control to measure residual error could not be
accomplished.  Several theories have been advanced to explain the broken actuators,
but the validity of any particular explanation has not been established.

Replacement of the broken actuators was completed on November 20, and
retesting has begun.  The basic tests will take several weeks and will provide
measured inputs for accurate propagation modeling with the ROSI mirror.
Comparison with results from the other mirrors will determine whether beamline
performance differences are an important driver for mirror selection.
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5.3.6  The TTC Deformable Mirror (proprietary concepts)

The TTC mirror uses 39 electromagnetic actuators with up to 100µm stroke
unloaded.

Desirable design features include:

• The TTC mirror is inherently less expensive to build.
• Large range of actuators relaxes the requirements on the precision of

manufacture for some parts.
• Local closed-loop sensors on each actuator maintain commanded actuator

displacements.
• Faceplate is held in place by pressure differential rather than epoxy, which

reduces sensitivity to flashlamp light.
• Weight of faceplate is supported on rollers at the bottom and places no

transverse forces on the actuators.
• Faceplate has flat surfaces on both sides, i.e., no special attachment features on

the back side.
• Faceplate is easily replaced.
• There is no residual error from epoxy shrinkage.
•  Slow gas flow from outside to inside may aid in meeting cleanliness

requirements.

Design concerns include:

• Electromagnetic actuators produce significant heat, requiring a cooling system
and controller.

• Local closed-loop sensors might respond to EMI from amplifier flashlamps.
• Pressure differential approach requires a pressure controller.
• Pressure differential approach causes a background “tent pole” component of

residual error.
• Possible loss of contact between a retracted actuator and the face plate if the

pressure differential does not exert sufficient force on the substrate (this
would cause a control discontinuity).

• Rollers supporting the faceplate may cause local distortions.

In tests of the TTC mirror at LLNL, the foil strips for establishing a pressure seal
around the mirror perimeter required manual contact to establish the seal.  Once in
operation, the mirror was found to have ~20 waves (peak to valley) of surface
deformation at nominal actuator control voltages, and the actuators did not have
enough range under load to compensate for such a large offset.  This is believed to
be caused by the smaller area, and therefore smaller pressure differential force,
supported by the outer actuators.  In addition, the requirement for cooling had not
been anticipated, and thermal effects significantly influenced the optical
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characteristics.  There were also several detail design and fabrication errors that
interfered with normal performance.

The TTC mirror was returned to the manufacturer to allow implementation of
responses to the noted problems, including the addition of an LLNL-designed
thermoelectric cooler.  It will be shipped back to LLNL in December and will be
retested after the ROSI prototype.  Testing of this mirror is more complicated
because of the added pressure and temperature control systems and the possibility
for control discontinuities, so completion of the basic tests is scheduled for February.
In the meantime, an FEA model of this mirror has been completed at LLNL, and it
predicts that a larger pressure differential than expected by TTC will be required to
achieve the specified correction range.  This aspect of performance will be carefully
checked during LLNL testing, because an increased pressure differential would lead
to a larger residual surface error.

5.3.7  The LLNL Deformable Mirror

The LLNL mirror design uses 39 PMN actuators with nominal 15-µm stroke
under no load conditions.

Desirable features include:

• Replaceable actuators.
• Protection of epoxy joints from flashlamp light.
• Actuators kept in compression by preloading.
• Moments from support of the substrate’s weight not transferred to the

actuators.

Design concerns include:

• Use of BK7 for the faceplate and aluminum for the reaction block makes the
surface figure sensitive to temperature.

• PMN actuator suppliers are few in number and generally unproven.

When installed in the laboratory for testing, the LLNL prototype mirror had
sufficiently low residual error at nominal drive voltages that response functions
were readily measured, and subsequent modeling of the deformable mirror in a NIF
beamline has used the measured functions.  The mirror could also be immediately
operated in closed-loop.  It was able to match the nominally flat interferometer
reference mirror to within 0.3-µm peak to valley and 0.03-µm rms.  Subsequently,
with an aberrator in the beam that had some of the general features of a NIF
beamline, the closed-loop system was able restore a flat wavefront to similar
accuracy.  Although additional testing will be done on the LLNL mirror, it is now
considered to be NIF qualified.
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5.3.8  Issues Requiring Attention for All Deformable Mirror Options

The beam intensity at the cavity deformable mirror location and the desire to
have weak transmission through the mirror for alignment purposes leads to the
selection of a hard dielectric multilayer coating.  Dielectric coatings are deposited at
high temperature, and residual stress is usually left in the coatings when they cool.
On the surface of a thin deformable mirror faceplate, such stress can cause
significant curvature, which uses up part of the mirror's correction range.  For any
of the candidate deformable mirrors, further efforts are required to minimize this
effect.

Flashlamp light from the amplifiers will be partly absorbed in the deformable
mirror substrate and in the components behind the substrate.  In the two to three
hundred microseconds between lamp initiation and passage of the laser pulse, this
could cause a prompt response from the mirror.  The magnitude of this effect and
possible differences between the several mirror candidates should be clarified.

The NIF deformable mirror must meet the same cleanliness standards as other
main beamline optics.  This is difficult because of the number of small parts many of
the designs contain and the heavy exposure to flashlamp light that is likely to
encourage out-gassing or aerosol production.  Identification of an optimum cleaning
procedure must be accomplished on whichever design is chosen for production.
Other things being equal, a design that is intrinsically cleaner would be preferred.

Current cost estimates for all of the deformable mirror options exceed the
budgeted cost.  Current estimates range from $3K to $32K per mirror over the
originally budgeted amount and from $13K to $42K per mirror more than the
current budget.  We are seeking ways to reduce the actual production cost, and actual
firm bids have not yet been solicited from vendors, but the potential for a significant
variance is high.

As described in the background paragraphs above, there are inherent difficulties
with locating a wavefront corrector in the NIF preamplifier beam transport system
(PABTS).  However, the successful use of a deformable mirror in the front end of
Beamlet suggests that there should be a current cost estimate for this option.  This
will require a concept for layout changes in the PABTS and an estimate of the
associated costs.  Serious consideration of implementing this approach would also
require presently unplanned modeling to determine optical loading on injection
optics and specific effects on alignment.

5.3.9  Additional Analysis, Engineering, and Testing

As previously noted, initial retesting of the repaired vendor prototype mirrors is
scheduled for completion in February 1999.  However, after determination of
actuator influence functions, measurement of closed-loop residual error, and use of
this basic information in beam propagation code runs, significant additional effort is
necessary.  This effort will initially contribute to the down-selection process and the
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optimization of design details for the chosen mirror.  Subsequently, it will provide
the basis for improving the effectiveness of the wavefront correction system as a
whole, and finally it will build the full range of control functionality and flexibility
required for successful system operation.  The tasks described below illustrate this
additional effort.

The mirror(s) must be tested for their ability to compensate for the specific net
aberrations expected for a NIF beamline, including both aberration shape and
maximum amplitude.  These tests may well identify important performance
differences between the candidate mirrors.   Conducting the tests will require the
entire wavefront correction system to operate in closed-loop to specified nonflat
wavefronts.  This capability presently exists in rudimentary form, but it needs to be
exercised, expanded, and refined.  During NIF operation, the ability to operate to off-
set conditions will be used to precorrect for prompt amplifier aberrations and for
thermal changes in the deformable mirror itself that may be caused by the flashlamp
pulse.

Small changes in the spacing of the deformable mirror actuators could easily be
incorporated in production mirrors, but the sensitivity of the mirror performance to
this parameter needs to be checked with the accurate mirror and beam propagation
models now available.

The wavefront controller currently operates to minimize the least squares sum
of Hartmann spot displacements from their desired locations.  Some past modeling
efforts have suggested that minimizing the fluence-weighted rms wavefront error
would achieve a better focal spot in the target chamber.  We will compare the two
approaches both in the laboratory and with modeling.

At the output of the transport spatial filter, reflection from a diagnostic beam
splitter provides signal for the wavefront correction system.  However, aberrations
caused by subsequent transport and target chamber optics are not included in the
measurement.  A wavefront measurement capability at the target chamber is
required to determine these static aberrations.  Concepts for accomplishing such
measurements have been identified, but analysis, design, and prototyping tasks
remain to realize this performance improvement.

During the last minutes before a shot, the wavefront system must compensate
not only for changes in wavefront shape, but also for drift in beamline pointing.
Controller software modifications must be implemented and tested to perform this
function.  In addition, the controller must periodically detect and correct for errors
in registration of the deformable mirror image on the Hartmann sensor.  In
principle, this can be accomplished by observing departure from a symmetric
response when the deformable mirror’s center actuator is advanced or retracted, but
this function also needs to be implemented and tested.

The current controller software checks for valid data from each of the 77
Hartmann sensor channels.  If any channel fails the test, the controller turns off
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closed-loop operation until an operator restores signal.  With nearly 15,000
wavefront sensor channels on the NIF, it is a virtual certainty that occasional weak
signals or partial illumination of some channels will occur.  Modifications to the
controller must be identified and tested that will allow beneficial closed-loop
operation to proceed except in cases of serious deficiency.

5.3.10  Down-selection for Deformable Mirror Production

Options for NIF deformable mirror production include:

• Fixed-price purchase to a performance specification of vendor-designed
mirrors from one of the two companies that built the prototypes.

• Fixed-price purchase of complete mirrors built to print from the LLNL
deformable mirror design.

•  Fixed-price purchase of LLNL-designed mirror components with assembly
into completed deformable mirrors at LLNL (cost of LLNL labor being
included for cost comparison purposes).

The intention is to retest the two commercial mirrors after they have been
reworked with the hope that all three designs will perform to the level of their
intrinsic design limits.   In January, RFQs will be sent to vendors that appear to be
qualified based on the current LLNL testing program, recent site visits, and other
data.  They will be asked to respond to one or more of the options noted above, and
then cost/performance trade-offs will be studied to arrive at a production decision.
Unless counter-indicated by test results or cost, production at a vendor facility is
preferred because LLNL manpower is needed for the broader range of installation
and testing tasks associated with NIF construction. If the LLNL design is chosen,
production of the first-bundle quantity at LLNL may be considered as a way to
establish fully tested and documented assembly procedures.  The intention is to
make these production decisions before the end of March.

5.3.11  Summary

A wavefront correction system is needed on the NIF to meet focused beam
requirements, and a deformable mirror at the end of the main amplifier cavity is the
active element in this system.  Three prototype mirrors have been built to qualify
mirror designs and vendors.  The two vendor prototypes, which were initially
inoperable, have been repaired and are being retested.  An LLNL-designed mirror
was tested successfully.  Each mirror’s measured characteristics are being
incorporated in the system propagation model to assess its performance in a NIF
beamline.  RFQs for deformable mirror production will be issued in January, and
production decisions based on an analysis of cost/performance trade-offs are
scheduled for March.

Significant effort remains after basic mirror tests are complete.  Technical issues
affecting all mirror designs must be addressed, and additional mirror characteristics
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that might influence mirror selection need to be clarified.  Once a particular design
is chosen, efforts to optimize the performance and reduce the cost of the wavefront
system as a whole will continue.  Finally, control functionality and flexibility need
to be expanded to ensure successful system operation.



5-39

5.4 Technical Issues and Their Resolution

5.4.1  Deformable Mirror Status

November 23, 1998

To:  John Hunt

From: Bill Simmons

Subject: Deformable Mirror Status

Thanks for the excellent briefing set you gave John Emmett and myself last Friday.  I
like the format and style, by the way. As to the content, I feel much more
comfortable with the plan than I did earlier. You must, of course, test and evaluate
both concepts if at all possible.  The interferometer setup is very good and was
presented very well.

I now have hopes for the “cheap concept.” (Previously, I had none.) But, you have a
lot of work to do to make this approach successful. My major worry is now the first
bundle; you must field something for this event. But, of course, you and Erlan know
this.

In short, I don’t see any show stoppers here. Keep going with the plan as outlined.

Best regards; congratulate the team for me. Thanks.

Bill Simmons
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5.4.2    NIF Wavefront Control Systems 100% Title II Design Review

Interdepartmental letterhead
Mail Station  L-479
Ext:3-2483

NIF# 0018084
W.B.S. 1.7.3

1/16/99
To: R. Sawicki

From: P. Wegner

Subject: NIF Wavefront Control Systems (WBS 1.7.3) 100% Title II Design Review

The NIF Wavefront Control Systems 100% Title II Design Review was conducted
on November 10, 1998. In accordance with NIF Project Control Procedure 5.1, “Title
II Design Review,” the primary purpose of the review was to verify that the system
requirements are well defined, that the design meets the requirements, that the 65%
review comments have been resolved, and that the design is ready for
procurement/fabrication. The evaluation performed by the review team was based
on material received in a four-hour oral presentation, a two-hour poster session,
and on subsequent examination of the design books as required. Reviewers were
encouraged to interact with members of the design team on an individual basis to
resolve any concerns. All design review comments that were not resolved were due
on November 24, 1998. Very few written comments were received; those that were
are submitted in their entirety in Appendix A of this report.

Overall, the design team did a good job of addressing the concerns raised in the
65% review. The technical poster session in particular provided the review team
with a much clearer picture of the status of the current mirror design(s) and how the
various aspects of the design correlate with system focal spot requirements and
performance. The substantial effort required on the part of the design team and the
NIF project scientists to put this presentation together is greatly appreciated. The
small number of formal comments that resulted should be interpreted as indicating
a high-level of closure between the various members of the review team and the
design team, not as a lack of discussion or participation in the review process.
Numerous concerns were raised and addressed in the review. For one reason or
another, these discussions did not lead to formal comments, and as a result would
not normally become part of the review record. However, it is the opinion of the
chairman that closure in some areas was often agreement that the design team is
well aware of  relevant issues, not necessarily that all issues have been resolved.
Some record of these discussions would be valuable, and therefore an attempt will
be made to summarize them here.
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Ultimately, the criteria against which the design of the deformable mirror will be
judged is the quality of the NIF focal spot. As presented, the requirements to which
the mirror has been designed are the same as presented at the 65% review: 1.8 MJ of
3ω energy in a 600-µm-diam spot (primary requirement 2.1.10), and 80% of the 1ω
energy inside of ±20 µrad (Software Subsystem Design Requirement [SSDR]
3.2.1.1.07) for ICF operating conditions. A level 1 comment from the 65% review
urged the reevaluation of this SSDR to ensure it adequately reflected NIF Stockpile
Stewardship Program (SSP) mission requirements. That the SSDR is unchanged and
the SSP focal spot criteria remains a goal, is thus assumed to have been reviewed
and deemed acceptable. Detailed modeling and analysis presented by the design
team makes it clear that the SSP goal of 500-TW 3ω power inside a 250-µm spot will
be difficult to achieve. The analysis shows the SSP criteria to be equivalent to an 80%
1ω power half angle of 19 µrad at an output 1ω irradiance of 4 GW/cm2 (NIF-0016202,
RAS-P6). At the 3.8 GW/cm2 drive irradiance specified in the NIF SSP performance
model, the required 80% 1ω power half angle is closer to 16 µrad, based on the same
plot.  Actual performance is expected to be 410 TW inside 250 µm (NIF-0016202,
RAS-P28), which, using this same plot, equates to an 80% 1ω half angle of ~22 µrad.
While the modeling and analysis focused on the SSP goal as the more stringent of
the focal spot criteria, comparing the 1ω performance in the model with the ±20-
µrad SSDR (specified at lower 1ω power but higher B-integral) raises concern that
compliance with the SSDR is not clearly demonstrated, and may in fact be marginal.

To their credit, the design team has done an excellent job of developing,
characterizing, and modeling several prototype mirrors and has gone a long way
toward proving that a 39-actuator mirror will do the job for which it is
designed—correction of long scale-length aberrations in the NIF amplifier. Their
analysis makes clear that with a well-engineered mirror, the factors primarily
responsible for reduction in focal spot quality are the optical aberrations and gas
density variations in the laser with scale lengths outside the correction range of the
39-actuator design (NIF-0016202, RAS-P29). The model used in the analysis is firmly
grounded on Beamlet and Amplab data, lending credibility to their conclusions. The
model also uses mirror parameters based on measured results from the LLNL
prototype mirror, which of the three prototype mirrors presented, stands out as the
only one worth serious consideration based on technical performance.
Improvements in its design since the 65% review have isolated the actuators from
the gravitational load of the substrate, achieving significant advantage over the
ROSI design, and have greatly reduced figure errors caused by actuator
misalignment during assembly. The residual surface error of the LLNL prototype
measured very close to the 25-nm rms specification and was in the range of what
was produced with the small Beamlet mirror, leaving little room for improvement.
In fact, calculations were used to show how improving the residual error yields only
small improvements in the focal spot, and thus the case was made for relaxing the
residual error specification to 40-nm rms (NIF-016202, RAZ-P62). It is recommended
that before this step is taken, the calculation should be repeated without turbulence
to understand fully the impact of increased residual error on the performance of a
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cold system, for which the divergence is expected to be a minimum and thus our
best hope of achieving SSP focal spot conditions.

Additional concerns were raised in several other areas: operational bandwidth,
safety, and random access memory (RAM). Concern was expressed that 20 Hz of
digital bandwidth (rate for sampling and calculating correction) is needed to achieve
the 1-Hz analog bandwidth (rate for rejecting changing disturbances) that is specified
in the SSDR. The requirements to which the control system is being designed specify
a 10-Hz digital bandwidth, with a goal of 30 Hz, which has been achieved, but only
with one beam. As no calculations were presented to quantify the effect of going
from T0 minus 1 second to T0 minus >1 second, appropriate steps should be taken to
ensure the 1-Hz analog bandwidth is achieved. In the area of safety, it was noted that
there is the potential for an unsafe condition to occur in the few seconds of open-
loop operation prior to the shot, and the criteria on which to base the go/no-go
decision for the shot still needs to be defined. Finally, the RAM analysis needs to
include transport and handling of the mirror.

The ultimate goal of this review—determining that the design is ready for
purchase or fabrication—could not be achieved because the design team is still in
the process of down-selecting from three possible designs. The ROSI design with its
actuators in shear should be considered high risk, especially in light of potential
structural problems with the MRA actuators and the difficulties anticipated in
acquiring Xynetics actuators. The ROSI design appears to have no advantages over
the LLNL design and is expected to have zero cost advantage as well. The TTC
design also appears to be high risk. The auxiliary vacuum system and proposed
water system for handling the thermal problem add complexity as well as long-term
operational costs that are not fully scoped. In addition, actual operation is expected
to require a higher pressure differential than that explored in the finite-element
analysis and modeling of the prototype, and thus the tent-pole residual error will
also be larger. The effect of this error on the focal spot needs to be reexamined, since
including the cost of the dimpled compensating faceplate that is proposed as part of
final validation could negate any cost advantages of this design.

In principle, there is agreement that the mirror selection plan proposed by the
design team is the right path. Technologies under development should be given
every chance possible if there is the potential of cost benefit to the project. All of our
current confidence in the mirror, however, is based on the successes achieved with
the LLNL design, and thus pursuing a vendor build-to-print contract for this design
should be a top priority. The design team should proceed with their proposed plan
for mirror selection and final qualification of the design. However, because of the
high risk involved, selections of other than the LLNL design should be reviewed
and approved by the appropriate members the Project. It is also agreed that the areas
identified as requiring further effort (NIF-0016202, RAZ-P106) should be pursued to
the maximum extent possible.
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The review team membership and responsibility is shown in Appendix B.
Design review attendance is shown in Appendix C.
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Appendix A

National Ignition Facility
100% Title II Design Review Comments Sheet
Laser Control: Wavefront Control  (WBS 1.7.3)
Reviewer's Name:
 Mark Miller

 Reviewing Dept. or WBS:   ICCS Date:  11/25/98

Document (i.e. Drwgs,
Specs, Calc’s, etc.)

Drawing No.,
Spec. Section,

Calc’s Page No.,
e tc .

Item
N o .

Comment
Impact
1 > 2 *

Discipline
(i.e. Arch,

Struct, Mech,
Elec, etc.)

Comments

Raz-51 1 2 The characterization of the wavefront is based on the ability to
determine the centroid of each spot generated by the lenslet
array to within 0.1 pixels maximum.  The ability to meet this
requirement has not been demonstrated and is only marginally
supported by the referenced document.  A simple experiment
must be setup to demonstrate the ability to locate the centroid of
spots from both the center and edges.
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Reviewer's Name:
 Jim Brase

 Reviewing Dept. or WBS:   General Date:

Document (i.e. Drwgs,
Specs, Calc’s, etc.)

Drawing No.,
Spec. Section,

Calc’s Page No.,
e tc .

Item
N o .

Comment
Impact
1 > 2 *

Discipline
(i.e. Arch,

Struct, Mech,
Elec, etc.)

Comments

1.  There does not appear to be a strong quantitative basis for
the 1 Hz disturbance rejection bandwidth requirement. The
impact of not meeting the requirement should be established to
decide on priority of work to reduce time delay in the
controller.
2. The current estimate of disturbance rejection bandwidth is
based on a time delay measurement and the scaling relation

BW = 1 / (8 * delay)

This allows the 1 Hz requirement to be met with a 125 ms time
delay.

Observations of several adaptive optics systems (AVLIS, Lick,
Keck) suggest that

BW = 1 / (20 * delay)

is a more realistic estimate. This would indicate that the time
delay must be less than 50 ms to meet the 1 Hz requirement.

The best approach would be to directly measure disturbance
rejection bandwidth by injecting controlled disturbances into
the system with varying frequency and measuring the residual
error.

3. The networks should be tested at as close to the full load as
possible and monitored for collisions.
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Reviewer's Name:
 Ed English

 Reviewing Dept. or WBS:   Optics Date:  11/25/98

Document (i.e. Drwgs,
Specs, Calc’s, etc.)

Drawing No.,
Spec. Section,

Calc’s Page No.,
e tc .

Item
N o .

Comment
Impact
1 > 2 *

Discipline
(i.e. Arch,

Struct, Mech,
Elec, etc.)

Comments

Due to many commitments and schedule conflicts, I was
unable to attend the poster session. (Is there a non-proprietary
version of the display viewgraphs available?) I have a few
comments below. I don't feel they necessarily need to be added
to the action item list (Rich, you've got enough to do already).
And if I had a little more time, I could just come and ask and
probably understand the answers. I thought, however, that I
would at least type up the questions I had scribbled down
(FYI).

1. Have costs of implementing TTC mirror been fully
developed?
  - cost of redesign of LM1 LRU (engineering + design)
  - cost of prototype (if necessary) to validate new LRU design
 - cost to change existing documentation (drawings, analysis

packages, etc.) for BTS and OMS (Beam Transport
Systems and Opto-Mechanical Systems)

  - additional fixturing or alignment verification in OAB

Since the review, I have mostly satisfied myself that these have
been addressed and included, although we probably haven't
done a great job at really estimating the engineering redesign
and drawing change cost.
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Comments (continued)

2. VG NIF-0016202 (RAZ-10) This is just a consistency
question (probably mainly to John Hunt et al.). When
assessing optical specs and requirements (e.g., 100% review
for Optical Design, WBS 1.6.10.1), the 500TW in 250µm
criteria was used; here the 1.8MJ in 600µm with a KPP is
used. Another clarity question concerns the basis for margin
estimate that says "energy predicted differs from reference by
addition of KPP." Later, the model includes the "KPP model
from Beamlet." Is the statement of compliance with or without
a KPP? What about refinement of requirements regarding the
near-angle "pedestal" of the main spot at the edge of the "flat
top" profile that the KPP is supposed to produce? This relates
to the waviness-I optics spec.

No response is needed. The answer was probably in the poster
session.

3. If we go to TTC, are there any changes required to the
FSAR (the update of the PSAR)? If a person has to go on top
to connect the TTC connectors, are there catwalks or equivalent
spelled out in the draft ICD? Before deciding to go with TTC, a
detailed requirements compliance table should be filled out and
reviewed.

4. VG NIF-0016202 (RAZ-62) Should we explicitly "hold" on
placing LM1 LRU procurement until 3/19/99 ? The schedule
should show linkage to redesign of the LM1 LRU in WBS
1.4.4 (and auxiliary systems, if necessary).

I'm basically assuming that the answer to my question on
holding is yes.
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As you know, I spent two hours going over the NIF
deformable mirror posters last Tuesday morning.  I want to
offer my personal congratulations for the success that you and
your team have had with the Livermore design.  As you know
I always agreed that the large mirror in principle has
performance advantages over a small Beamlet-sized mirror,
particularly stroke, but that I was concerned that it could not be
developed without a large investment. That concern appears to
be partially borne out by the dismal performance of the
commercial vendors.  Nonetheless, I am quite confident that
the LLNL design will work well for NIF and I hope you can
get a good price from an outside build-to-print vendor.  I was
particularly impressed with the actuator design and how it
minimizes the effect of gravity and the effect of actuator
alignment and with the detailed performance results that have
been obtained.

Again I advise that you look at an optimization of DFM size vs.
beam size in the predicted focal spot performance to investigate
the issue of where the outside actuators are most optimally
placed relative to the edge of the beam.  Also as you know you
need to be diligent on the coating stress issue and I recommend
you speak with Doug Smith, the coating expert at Rochester, in
this regard.  I have heard claims that LLE can make stress-free
coatings.



5A-6

Reviewer's Name:
 Howard Powell

 Reviewing Dept. or WBS:  General Date:  11/25/98

Document (i.e. Drwgs,
Specs, Calc’s, etc.)

Drawing No.,
Spec. Section,

Calc’s Page No.,
e tc .

Item
N o .

Comment
Impact
1 > 2 *

Discipline
(i.e. Arch,

Struct, Mech,
Elec, etc.)

Comments

Unfortunately I did not go to the Title 2 review but I am
interested in the question of how you plan to correct for the
optics which are downstream from the Hartmann sensor.  As I
recommended some time ago, you should consider the
approach of an online correction measurement through the full
system which is obtained by minimizing the 1w spot size in the
chamber as measured with a CCD.  This type of iterative
approach to correction has been successfully used by
astronomers.  Finally I remain slightly concerned about
flashlamp induced aberrations in the mirror and its sub-
components. Pump-induced distortion predictions similar to
those done for the amplifier slabs could be done by estimating
the expected heating in the various components.  Although I
believe this is unlikely to be a problem,  I am concerned that
we unable to make an admiral's test with a good-performing
large mirror on Beamlet before its shutdown.

Once again, my congratulations to you and your team!

* Comment/Question Impact:
Type 1, If left unresolved, could result in a recommendation of "rejection of a specific aspect of design". NIF-0002029
Type 2, If left unresolved, could result in a recommendation of "acceptance of the design with comment". CF97-0048
Type 3, Comments that provide information and suggestions to the design team. April 22, 1997
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